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Abstract

The ability to accurately perceive and model natural structures is a central consid-
eration of many application, including robotic. In this project we propose a new
neural based approach to reconstruction: starting with the moving least squares
reconstruction approach, we make use of a multi-layer perception to develop a set
of learned basis functions for optimal reconstruction. To enable the development
of the novel approach, we first construct a novel 2D point-set dataset we refer
to as Shapeset. We then construct the PyPointset library, which implements
three different, existing, surface reconstruction methods to act as benchmarks.
Finally, we present our experimentation with the novel neural approach, high-
lighting strengths and current weaknesses, and provide an outlook to future work
on this topic.
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CHAPTER 1

Project Introduction

1.1 Introduction

Over the past three decades, point clouds have received increased attention as a
representation of 3D geometry in the fields of computer graphics, computer vision,
and robotics [1, 2, 3]. Driven by the advances in scanner technologies, such as
Light Detection and Ranging (LiDAR) [4], point clouds are now relatively easy
and fast to obtain. 3D scanning technologies are even making their way into
main-stream commercial products, like smartphones and tablets.

While point clouds are typically the geometry representation of raw sensor data,
they are not always the best representation for down-stream perception and
graphics tasks. Classically, there are four methods of representing surfaces, which
we illustrate in Fig. 1.1. While point-sets, meshes, and voxel-grids provide differ-
ent forms of discrete representations for geometry, there exists a growing interest
in using continuous implicit functions to representation geometry.

Discrete Continuous

Point-set Mesh Voxel Implicit
[sXe

Figure 1.1: Shows existing representations of scanned 3D data. Typically, point-
sets are obtained from raw sensors. Mesh and voxel representations are discrete
but can be directly visualised. Implicit representations are continuous and have
flexible topology, but require further processing to be visualised.

While point-sets are lightweight and flexible, they carry no information about an
objects topology. Moreover, implicit surface representations have the benefit of
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flexible topology, meaning the space of shapes they can represent is large com-
pared with other representations. Once an implicit surface is defined, algorithms
like March Cubes [5] allow for the efficient transformation of implicit surfaces
into meshes or voxel grids, the discretisation step required to rendered objects.
Implicit surface representations also benefit from high memory efficient because
only the parameters of the implicit function are required to be stored for future
reconstructions.

1.2 The Surface Reconstruction Problem

In this project, we consider the problem of obtaining an implicit representation of
a surface given a point-set representation; we will refer to this problem as surface
reconstruction. This idea is captured in Fig. 1.2, where we aim to go from a
discrete point-set shown on the right to an implicit function representation in the
center. The implicit function can then be easily meshed using existing tools to
produce the rendered mesh surface on the left.

Implicit

Mesh Point-set

Figure 1.2: Scene shows two renders of the the Stanford Bunny [6], one of the
most commonly used test models in computer graphics. The render on the left has
a surface defined by a mesh. The render on the right shows a discretised point-set
representation of the surface. The aim of point-set surface reconstruction is to
produce algorithms that can take the input on the right and produce an implicit
representation, which can then be used to generate the mesh on the left.

The problem of surface reconstruction is mathematically ill-posed: there exists an
infinite number of surfaces that could have been generated by a given point-set,
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especially if there exists noise in the acquisition. The problem is regularised by
imposing so-called priors, constraints that reduce the space of possible solutions.
In this project, we investigate a novel method of surface reconstruction that fuses
a well known local surface smoothness prior with data-driven methods.

1.3 Project Aims & Objectives

The aim of this project is to conduct preliminary work on a novel neural approach
to point-set surface reconstruction based on the moving least squares approxima-
tion framework. The long-term aim is to develop an approximation framework
that is capable of producing high-fidelity reconstruct of 3D natural structures.
However, in this project we restrict our attention to reconstruction of 2D surfaces
from point-sets.

To achieve our aim, we have three objectives we seek to be completed within this
project:

1. Explore and present the underlying theory of both surface reconstruction
and the novel reconstruction approach, namely the areas: differential ge-
ometry, least squares function approximation, and MLP neural networks.

2. Explore current state-of-the-art approaches to surface reconstruction, and
implement several approaches to act as benchmark methods.

3. Implement the novel approach to surface reconstruction in 2D and evaluate
it against the benchmark approaches from the previous objective.

1.4 Contributions

The principle contributions of this project, which we present in this thesis are:

1. The development of a novel 2D point-set dataset and dataset creation
pipeline called the Shapeset dataset (Chapter 5).

2. The development of a 2D point-set reconstruction library PyPointset,

which implements three different approaches to point-set reconstruction
(Chapter 6).

3. The preliminary development of our novel surface reconstruction approach
(Chapter 7).
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1.5 Report Structure

The thesis is split into 8 Chapters. In Chapter 2, we provide a brief introduction
to differential geometry and implicit surfaces; these topics theoretically underpin
the project. Then, in Chapter 3 we introduce two forms of function approxi-
mators: we study the least squares function approximation, with a particular
emphasis on the moving least squares framework. Then, we also introduce the
multi-layer perceptron (MLP) neural network and the method by which MLPs
are trained. In Chapter 4, we provide the reader with a detailed literature review
of surface reconstruction methods, focusing on methods that use either smooth-
ness priors or data-driven priors to regularise the reconstruction problem. In
Chapter 5, we present the development of a novel 2D point-sets dataset we call
Shapeset. In Chapter 6, we then present the work conducted on building the
PyPointset reconstruction library which provides three benchmark methods for
2D point-set reconstruction. In Chapter 7, we present the initial work conducted
on implementing a novel surface reconstruction method in both 1 and 2 dimen-
sions. Finally, in Chapter 8 we present our final conclusions about the project
and provide the reader with a plan for future work.

1.6 Assumed Knowledge

While every effort has been made to ensure this thesis is self-contained, some
knowledge must be assumed as known. In terms of mathematics, its is expected
that the reader has a confident knowledge of multivariate calculus and linear
algebra such as presented in |7| and [8], respectively.

1.7 A Brief Note On Nomenclature

As the methods we develop in this project will mainly aim at dealing with the
2D case of reconstruction, we use the word point-set to refer to any scattered
set of data-points in R", including n = 2, and the word point cloud to referred
explicitly to a point-set in 3D.



CHAPTER 2

Differential Geometry

In this Chapter, we provide the reader with the preliminary theoretical knowledge
needed to understand the ensuing Chapters within this report. In Section 2.1, we
briefly introduce the concept of a manifold surface, before introducing some of the
useful differential properties that can be defined under the differential geometry
framework.

Differential geometry is the mathematical framework used to describe surfaces
and their differential properties. While the field of differential geometry is vast,
we concentrate on only a few core ideas within this Chapter. The central notion
we wish to describe with differential geometry is how we can parameterise a
surface such that we can employ ideas from multivariate calculus on the surface.
In this section, we give a brief overview of the concept of a manifold surface, the
object that allows us to employ idea from calculus. Then using this definition,
we will introduce the definition of the tangent plane and the surface normal.

2.1 Manifold Surfaces

The definition of manifold relies critically on the definition of homeomorphism,
therefore, we first introduce the definition of a homeomorphic mapping in Def. 2.1.

Definition 2.1: (Homeomorphism [9]).
A function f : X — Y is a homeomorphism if it satisfies the three following
criteria: (1) f is a bijection, (2) f is continuous, and (3) f~! is continuous.

The bijective property of a homeomorphism ensures that each point in x € X
has a y € Y such that f(z) = y and f~!(y) = x. Given the definition of a
homeomorphic function, we can then define a manifold surface.



2. DIFFERENTIAL GEOMETRY 6

Definition 2.2: (Manifold Surface [10]).

A manifold surface M is one that is locally homeomorphic to Euclidean
space: that is, for every z € M, there exists an r > 0 such that an open ball,
B, (r), centered at x with radius r intersected with M is homeomorphic to
an open disc in R”.

The geometric intuition of a manifold surface is shown in Fig. 2.1: for every point
on the torus we can define a function that maps from the surface to R%. These
mappings are sometimes referred to as charts, with the collection of all charts
that form the full manifold surface, then referred to as an atlas.

fi:
L
A / ‘ ‘ Rn
-~ Sy, wez -t
- =\ ¢ N, "I vo= nl 7 i
y N “"“"‘::%;\\’ﬁ”!’l""ﬁ““l‘:l‘!ﬁé;z&‘.w, fr: MR/ N\
L
S 7

Figure 2.1: Illustration of the concept of a manifold: there exists a homeomorphic
mapping for every point on the manifold M in R™.

The power of viewing surfaces as manifolds is that we can always define a local
coordinate systems which resembles Euclidean space. Then, the established in-
struments of calculus can be enacted through the mapping, from from Euclidean
space onto the surface.

2.1.1 Differential Properties of Manifolds

A manifold that maps from a surface to R™ is typically referred to as n-manifold.
Suppose we have a 2-manifold embedded in 3 dimensional space (like the torus
in Fig. 2.1), then as there exists a homeomorphic mapping we can form a vector
valued function p(u, v) that maps from R? to a local neighborhood on the surface.
Local basis vectors p,, and p, can then be defined via:

0 0
Dy, = %p(u’ U) and b, = %p(uv U))

which operate in the Euclidean space. This idea is illustrated in Fig. 2.2. As-
suming that p, and p, are not collinear, the surface normal on the manifold can
then be defined via:
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R _ Py XDy
[Py X Dy |l

n(u,v) (2.1)

Figure 2.2: Illustration of the mapping from R? to the manifold which can be
used to define the local surface normal.

The salient point from this section is that under the assumption the surface we are
interested in is manifold, we can always construct a local coordinate system such
that the surface resembles Euclidean space. Then, from the mapping between
Euclidean space and the surface, differential properties can be defined.

2.2 Implicit Surface

In Chapter 1, we briefly mentioned that our aim is to produce an implicit function
representations of the surface given a point-set. Implicit functions typically have
the domain of the the embedding space of the surface (i.e., R? in this project) and
codomain of R. Then, the implicit surface is then defined as one of the level-sets
of the implicit function, which we define more precisely in Def. 2.3.

Definition 2.3: (Implicit Surface Definition).
Let S denote an implicit surface, then this surface represents the 0-
isocontour of some unknown implicit function f(x), such that:

S={zecR"| f(z) =0}, (2.2)

with the condition that V f(x) # 0 for all x € S.

The final condition of non-zero gradient is important as it is the condition that
ensures the implicit surface is manifold. Using the implicit function theorem [11],
we can state that for each point of the implicit function that has a value of zero
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but does not have zero gradient (i.e., f(z) = 0 and Vf(x) # 0), then locally
to that point the 0 level-set looks like a graph which implies that globally the
surface is manifold.

2.2.1 Signed Distance Function

A common choice for the implicit function f(x) is a signed distance function
(SDF). A signed distance function produces a scalar field, f(x) : R™ — R, such
that for each point @ € R", the value of the function f(x) gives the signed
geodesic distance to the nearest point on the surface §. This idea is illustrated
for the simple example of the unit circle in Fig. 2.3, where we have used the
convention of inside the surface having negative sign and outside the surface

having positive sign.
mI-

-0.5

-0.0

Figure 2.3: Illustration of a signed distance function for the unit circle. Points
outside of the unit circle are positive in sign (blue) and points within the unit
circle are negative in sign (red). The surface of the circle is defined by the white
region where the function is exactly zero.

In this work, we mostly consider implicit surfaces defined by signed distance
functions of the point-sets, and so we provide a more formal definition that will
be used throughout this project.
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Definition 2.4: (Signed Distance Function).

Let Q denote the region of occupied space, with boundary 9€2. As Q C
R™, a metric space can be defined by R" equipped with the f5 vector
norm. Then a signed distance function, f(x), is defined by the piece-wise
definition:

—d(x,00) if x €
flay = 208 B (2.3
d(x,00) if x €Q
where,
d(xz,00) = wlélafﬂ |z — wl]|, (2.4)

and inf refers to the infimum over the set of boundary points.



CHAPTER 3

Function Approximation

Approximating functions is central to robust point-set surface reconstruction. In
Section 3.1, we provide the reader with an introduction to the ordinary least
squares and the moving least squares function approximation frameworks. Then,
in Section 3.2 we provide a rigorous introduction to neural networks as function
approximates and discuss the effect of layer width and depth on expressivity.

3.1 Least Squares Approximation

Core to implicit surface reconstruction is the technique used to approximate the
implicit function that represents the surface. The least squares approach is a
very common framework for function approximation when the system of equa-
tions is over-determined', in-part due to being extremely well studied. The least
squares approach also has the advantage of having a number of provable proper-
ties, including the equivalence to the statistical technique of Maximum Likelihood
Estimation (MLE) with a Gaussian likelihood model (i.e., the use of least squares
implies a Gaussian model for observation noise) [12].

In this section, we provide an introduction to the moving least squares frame-
work. Moving least squares (MLS) is central to the approach taken to surface
reconstruction in this project. While least squares is a very common function
approximation framework, we motivate MLS by first introducing ordinary least
squares (OLS). Throughout this section we will make use of a test problem, which
we introduce in section 3.1.1.

LA system of equations is over-determined if there exists more unique equations than there
are unknowns.

10
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3.1.1 The Test Problem

For simplicity, we will work in 1D. In general, we will suppose that we have a set
S of n data-pairs, which are samples of some unknown function f(x), such that,

S ={(zs, ) | yi = f(z;) for i =1,2,..,n}. (3.1)

In this test example we will use the function f(z) = sin(8z) + sin(6.4z), and we
will let ; = 15 for ¢ = {0,1,...,10}. These data-points are plotted in Fig. 3.1.

Given S, our aim is to recover an approximation to f(z), which we denote f(x).

2.0 [¢)

1.5

1.0 1

0.5 1 (¢]

-0.51

-1.01

-1.51

0.0 0.2 0.4 0.6 0.8 10

Figure 3.1: Shows a dataset of 11 samples from the function f(x) = sin(8z) +
sin(6.4x).

3.1.2 A Note On Basis Functions

The least squares approximation framework provides a criterion for determining
coefficients of some functional, but the form of the functional must be specified.
The choice of the functional to be optimised is very important in determining
the resulting approximation, we will show this in the following sections. It is
common for f () to be written as a linear combination of basis functions, such
that:

flz) = Z%dh’(l’)a (3.2)

where «; are constants to be determined and ¢; : R™ — R are the basis functions.
The choice of basis function defines the so called function approximation space.
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A common class of basis functions are the algebraic polynomials such that our
approximation is represented by

N
f(x) =ap+ Z anz", (3.3)
n=1

for some N € N. The algebraic polynomials are a good candidate for basis
functions as Taylor’s theorem shows that any suitably smooth function can be
expressed locally in terms of a linear combination of polynomials [13]. However,
we note there exist many other families of basis function which have different
applications depending upon the problem domain.

3.1.3 Ordinary Least Squares

Ordinary least squares is the most basic form of least squares approximation.
Originally proposed by Legendre in 1805 [14], it continues to be a corner stone
technique in function approximation. The optimisation function is given in
Def. 3.1 below.

Definition 3.1: (Ordinary Least Squares).

Let f (z) be the functional, then OLS seeks to optimise the parameters of
f(x) with respect to the objective function:

Z 1£(:) — will3- (3.4)
S

OLS & The Test Problem

To implement OLS for the test problem described in Section 3.1.1, we begin
by selecting the function space (i.e., the functional f(z)). To use the algebraic
polynomials defined in Eq. (3.3), we must select the number of polynomial terms
N. As an example, let N = 1; then the approximation function is given by
f () = ap + aqx, where we aim to recover the coefficients o and o from the
scattered data points S.

Formulating the optimisation problem, we wish to minimise the objective function
FE given by:

E= Y [fe)-u] = ¥ loton-uP (35

(wi,y:i)€S (z:,9:)€S



3. FUNCTION APPROXIMATION 13

which can be viewed as a function of oy and «1. Differentiating E with respect to
ap and a7 and equating the resulting expressions to zero allows for the coefficients
o and «q to be determined. The derivative:

oF
—— =2 Y Jag+awwi—y) =0, (3.6)

dao (z5,9:)ES
yields the equation,
nag + aq Z T; = Z Yi, (3.7)
(wi,yi)€S (wi,y:)€S
where n defines the number of data-pairs in the set S. Similarly,

L

Frvie Z [o + a1z — yi] 2 = 0, (3.8)

(z3,9:)€S
yields the equation,

o Z T; + oy Z 3:22: Z il (3.9)

(w5,y:)€S (w4,y:)ES (w5,y:)€S

To efficiently solve Eq. (3.7) and Eq. (3.9), to find the coefficients ap and a, it
is helpful to employ linear algebra. Rewriting Eq. (3.7) and Eq. (3.9) in matrix

vector form . .
|: n Zi:l xT; :| |: (675 :| _ |: Zi:l Yi :| (310)
Z?:l X 2?21 xzz (651 Z?:l TiYi ’

the coefficients can be easily found by computing the matrix inverse, such that

[ Z(l) ] B [ Z?: T %f;lgé ]_1[ Zzillxgj;z } (3.11)

Having found the coefficients a; and as, the approximation defined by f (x) =
oo+ a1z can be plotted; this is shown in Fig. 3.2 in orange. The same procedure
can be repeated for any finite number of polynomial terms. Fig. 3.2 also shows
the OLS approximation for N = 2 in blue , N = 3 in green, and N = 4 in purple.
We note that as we increase the number of polynomial terms (i.e., the number of
degrees of freedom), the residual error between the approximation and the data
appears to decreases.

3.1.4 Moving Least Squares

One of the problems of the OLS approach is it performs global optimisation; the
approximation coefficients are assumed to be independent of the spatial location.
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2.04 ) I}
R Hé
o
154 — I
1T}
o
1.0
0.51
— o
B
= 0.01 )
'0.5‘
o) o
_I.OA
151
o (@]
0.0 0.2 0.4 0.6 0.8 10
T

Figure 3.2: Plot shows the OLS approximation to the test problem described in
section 3.1.1 using 4 different sets of basis functions. The compact polynomial
notation used in the legend I1¢ defines the n'® degree polynomial in d dimensions,
that was used as the functional basis.

This, in-part, explains why higher degrees of freedom appear to lead to higher
quality reconstructions under OLS. The core idea of MLS is to remove the re-
quirement for the coefficients to be constant over the entire domain and instead
let them vary, with the optimisation problem localised via a weight function. We
give the definition of MLS optimisation below.

Definition 3.2: (Moving Least Squares).
Let f(z) be the functional to be optimised, then for each z in the approx-
imation domain, the objective function is given by:

Z 1 (i) = will3w(z, z), (3.12)

where w(z, x;) is the weighting function. In this project, we will exclusively
consider w(z, x;) to be the stationary un-normalised Gaussian defined by

w(z, ;) = exp (—”x_f”%) : (3.13)

g

A very important consideration of the above definition is the choice of the vari-
ance, o2, of the Gaussian weighting term. The variance effectively controls the
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spread of the weighting distribution, with higher variances giving a wider spatial
weighting (see Fig. 3.3).

c=0.1
— =02
— =03

1.0

0.8 1

0.2

0.0 T T T T T T T
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00

Z;

Figure 3.3: Shows three weighting terms w(x, z;) centered at 0, with different
values of 0. Note that the larger the value of o, the larger the spread of the
weight distribution.

Vector Space Approach

Having introduced the MLS objective function, we now show how MLS can be
implemented efficiently using linear algebra. Using matrix-vector notation, the
functional represented by a linear combination of basis functions can be expressed
in the form

f(2) = b(a) a(x) (3.14)

where b(z) = [bo(x),b1(x), - ,bwm(2)] and a(z) = [ao(x), a1(z), -, am(z)]T.
The objective function defined in Eq. (3.12), at a set-point z, can then be written
in matrix-vector form such that we minimise

J = (Ba(z) —y)TW(Ba(z) — y) (3.15)
where B is defined as:

B = [b(z1), b(x3), ..., b(z,)]T, (3.16)
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which expands to give the matrix definition,

bo (z1) b1 (1) b (1)
g | O m |
bo (zn) b1 (zp) b (Tn)

The vector y is defined as,

y= [y17y2,---,yn]T, (3.18)

and W (x) is defined as,

W(z) = , , o , . (3.19)
0 0 e w(x— )
Then letting A(x) = BTW (2)B and C(z) = BT"W (z), the matrix-vector objec-

tive function in Eq. (3.15) can then be differentiated with respect to the coefficient
vector a(x) such that,

oJ

7o = Al@)a(x) = Bla)y =0, (3.20)

which rearranges to give the matrix equation,

Ax)a(x) = C(z)y. (3.21)

Then assuming that the matrix A(x) is not singular, the coefficients can be
efficiently found via inverting the matrix such that

alz) = [A(2)] " C(a)y. (3.22)
Hence, the approximation at each x is defined by,

f(z) = b(a)" [A(2)] 7 C(a)y. (3.23)

MLS & The Test Problem

We now present the MLS approximation to the test problem stated in Sec-
tion 3.1.1. Again, like OLS, we opt for a simple linear functional of the form
f(x) = ag(z) + a1(x)z, where ag(z) and a(z) are now also functions of the
spatial variable 2. Solving Eq. (3.23) with four different values of o2, we yield
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four approximations which are presented in Fig. 3.4. As MLS blends together
Gaussian weighting terms, even know the functional was of a linear form, the
resulting approximation can be highly non-linear; this is different from the OLS
case where a linear function guarantees the approximation will also be linear.

The asymptotic behaviour of the o2 parameter is clear from Fig. 3.4, where small
values of 02 lead to the interpolation of the data-points, in this case with piece-
wise linear function. Moreover, larger values of o2 effectively reduces the MLS
framework to that of OLS presented in Section 3.1.3. Clearly, there then exists
an optimal value of o? which produces the best approximation in terms of the
smallest error; hand tuning this parameter, o2 = 0.08 appears to yield the best
result.
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Figure 3.4: Shows approximations under the MLS framework, with varying spatial weighting variance. The weight function is
plotted at three locations on the domain, and the linear approximation at those location, treating a as constant, is also plotted.
We note the asymptotic behaviour of the approximation: As o — 0, the function interpolates the points with piece-wise linear
regions. Similarly, as ¢ — oo, the MLS framework reduces to OLS and a linear fit is obtained.
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3.2 Neural Networks for Function Approximation

The final topic we consider in this Chapter is neural networks for function ap-
proximation. This Chapter introduces the multi-layer perception (MLP), a fully-
connected feed-forward neural network, and introduces the framework by which
they are trained. The concept of an MLP for function approximation is very
similar to the ideas of function approximation introduced in the previous Sec-
tion, however, where the function space in OLS was defined by a handful of
parameters, MLPs typical have very large numbers of parameters (e.g., tens of
thousands) which are learned via training. This large parameter space can give
rise to expressive function approximators, and in the later part of this Section we
will seek to develop a heuristic approach to understand expressivity via network
architecture selection. The work in this Section builds upon the work originally
presented in [15].

3.2.1 Introduction to Neural Networks

An MLP consists of neurons that are arranged into layers, the particular arrange-
ment of neurons in these layers is what we referred to as the network architecture.
Each of the neurons is modelled as activation functions ¢ : R — R. Previous
literature provides may candidates for these activation function [16, 17, 18] (for a
comprehensive review see [19]), depending on the type of problem being tackled.
In this project we will make use of the rectified linear activation unit (ReLU)
which is defined by

z x>0,

= max(0, z). 3.24
0 z<o, (0,2) (3.24)

o(z) =ReLU(z) = {

The ReLU activation function has a number of nice properties: The derivative is
simple to compute being either 0 or 1, depending upon the value of . The ReLU
activation function has been extensively studied in-terms of its expressivity and
the functions spaces it can represent, these ideas will be explored in Section 3.2.4.

3.2.2 Evaluating the MLP

Before we continue we must first introduce some notation. Throughout this
section we make use of the notation introduced in [20], other than we opt for
a zero-based counting system. Let L represent the number of layers within our
network, then we index each layer with a zero-based layer number, [, such that
1 €{0,1,...,L — 1}. Similarly, let IV; represent the number of neurons at layer [,
then we index each neuron of the layer with n; € {0,1,.., N; — 1}. This notation

allows us to write the input to the j** neuron at layer [ as zjl] and the output
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U

of the j* neuron at layer [ as aj . We relate the input and output using the
previously defined activation function such that:

(3.25)

0 {:L'j forj=0,..,m ifl=0
J

!
a;” = U . .
o (zj ) forj=0,..,n; ifl=1,..,L—1.
Note that the input at layer 0 is given by the input vector . An example MLP

is shown in Fig. 3.5 which consists of one input layer of two neurons, one output
layer of one neuron and two hidden layers each with three neurons.

Input Layer Hidden Layer Hidden Layer Output Layer

Scalar Output

Figure 3.5: Fully connected MLP with 4 layers: one input layer, one output layer
and two hidden layers. The input layer consists of two inputs & = (x1,z2) and
1 [

the output is a single scalar value. z; and a;* represent the input and output of

the j** neuron on the I*" layer, respectively.

Of course, as can be seen from Fig. 3.5, if a layer has more than one neuron
within it, the next layer will have more than one scalar input terminating at its
neurons and so we must introduce a way of combining these inputs into a single
scalar value. We form the inputs of szl] as a biased linear combination of the
outputs in layer [ — 1 such that:

np—1
S <w][.l,]€ag*”) ol for 1=1,2,,L-1 j=0,.,N,~1. (3.26)

k=0
where w][.l,]c are the weights and b;l] is the biases at layer [. The weights and biases
are then initialised. In this work we use a random initialisation at the beginning
of training. While the network is trained, the weights and biases are adjusted,
and once training has concluded they remain fixed thereafter. To compact the
notation, we may write bl € R™ as the vector of biases and Wl € R x RIm-1]
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as the matrix of weights at layer [, such that Eq. (3.26) may be written as
2l = wllall=1 4 plll, (3.27)

where z[!l € R™ is the vector of inputs at layer [. Similarly, by forming a vector
of outputs al! € R™ we may rewrite Eq. (3.25) using Eq. (3.27) to find:

Ui x ifl=0
all= ¢~ (W[l]a[l—l] n bm) =1L 1 (3.28)

where o(-) is Eq. (3.28) is understood to act on each component of its vector
input independently. This is referred to as the feed-forward algorithm; given the
weights and biases this allows us to propagate an input x through the network
and find its output. The weights and biases are found by training the network,
which we will discuss in the next subsection.

3.2.3 Training the MLP

In this Section we will look how we determine the optimum weights and biases
for our network through training. Training a neural network requires we define
a loss function, similar to how we defined objective functions for OLS and MLS.
We must also define the method of optimisation, which is typically a gradient
descent based method. Finally, we use the back-propagation algorithm to update
the weights and biases within the network.

The Loss Function

In this project, we consider only the supervised paradigm of machine learning; by
supervised training, we mean that we provide the network with a set of training
examples, &' € {x!, 22, ...,z"V}, and corresponding labels y* € {y!,y?,....,y"}
and we aim to minimise some loss function. As the MLPs we consider in this
project are working in coordinate space, a sensible first choice for our cost function
is the squared f2 norm

N

_ 1 1 ) L—-1 AYI4
C =535l — a3 (3.29)

i=i
where N is the number of training examples. By noting that the argument of the
£5 norm is a function of all the weights and biases of the network we may write

C=C(P), (3.30)

where P = (W[l], ..,W[L_l],b[l], ...,b[Lfl]) is a vector of all the weights and

biases in the network. It is our aim to find P such that C'(P) is minimised.
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Stochastic Gradient Descent

In order to solve this optimisation problem we will make use of the stochastic
gradient decent (SGD) algorithm; we first introduce the gradient decent algo-
rithm and then we will show how it can be modified for efficiency.

The initialisation of the parameters P, defines some cost C'(P). Our aim is to
construct a new vector P+AP such that C'(P+AP) is minimised. By performing
a first order Taylor expansion we find

C(P + AP) ~ C(P) + (VC(P)) - AP (3.31)

where V is the gradient operator that acts over each component of C'(P). Then
via the Cauchy-Schwartz inequality we find that an appropriate AP is given by

AP = —pVC(P) (3.32)

where 7 is the learning rate, which affects the rate of convergence. From Eq. (3.32)
we yield our update rule for P as

Pl = P — nVC(PY) (3.33)

where ¢ refers to the iteration number; this is the gradient decent algorithm.
Computing VC(P) at every iteration, for every element in the training set, can
be costly and so we introduce stochastic gradient decent [21]; by selecting a single
training point at random the update rule becomes:

P =P — VC,:(PY), (3.34)

where,

7 1 % — 7
Cai(P') = Slly —al" (@), (3.35)

While this significantly reduces the computational expense, SGD is still able to
converge to local minima in the loss space, providing approximation of the best
parameters P.

Back-propagation algorithm

In order to use the SGD algorithm introduced in the previous section we must in-
troduce a method of evaluating VC,;:, the derivative of the cost function with re-
spect to each of the weights and biases; we achieve this using the back-propagation
algorithm. We begin by defining a quantity called the error

AC,
Py

J

M _
0;" =

for 0<j<N,—1 and 1<1<L—1, (3.36)
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that is the derivative of the loss function at data point i with respect to the 2"
input to the j** neuron at layer I. Using the definition of the activation function

from Eq. (3.25), for [ = L — 1, and differentiating with respect to z][-Lfl] we can

shows that,

daj " [L-1]
J — -

T =o'(z ). (3.37)

J

Now by considering the derivative of the cost function given in Eq. (3.29), for a

[L—1]

fixed training point, with respect to a; we may show,
N—1
0C i 0 1 L—1 2 L—1
= = > 5 (m—a @) = -d . @339

aagL_u aagL_u £ 2

Then, by re-expressing the error using the chain rule, we find

[L-1]
_ oC. i aC. . Oa; _ _
o= S o T = (Y oY), (3.39)
82]- aaj 8zj
and hence
sl = (@l — y) o o/ (271, (3.40)

where o represents a component-wise product. Now by making use of the feed-
forward algorithm in Eq. (3.28) we can show:

ol = o' (21 o (WIHIHT I+ for 1=1,2,..,L—2. (3.41)

Although we do not present the formal proof here?, it is then possible to show
the components of VC,: may be written in terms of the quantity ol via

aff = e G =l
J gk

forl=1,2,..,L —2.

3.2.4 Neural Network Approximation Power

Having introduced neural networks and the framework necessary to train them to
obtain the optimal weights and biases, this final Section will consider what func-
tions a neural network can represent and introduce some heuristic principles for
architecture selection. We begin with the universal function approximation the-
orem, which underpins the theoretical use of neural networks. We then consider
the effect of layer width and layer depth on the function space produced.

2A formal proof is presented in [20] on page 12.
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Universal Function Approximation

One motivating reason for using neural networks for function approximation is
that they can represent any continuous function f(x); this result, first introduced
in the 1980’s, is known as the universal function approximation theorem |22] and
we present it below.

Theorem 3.1: (Universal Function Approximation).
Let f(x) be a continuous function with compact support on the domain
R™. Then, for all € > 0 there exists an M € N such that

f(®) - f(a)| <e (3.42)

where f(z) is given by
fz) = whg (W[”a: + b[”> (3.43)

where W € R>™ and W2l € R™*1 and all other notation is as presented
in section 3.2.2.

While a detailed proof of Theorem 3.1 is beyond the scope of this report (the
interested reader can find more detail in [22]), we provide the reader with a sketch
proof of the theorem to highlight the intuitive idea.

The definition of the universal function approximator, as presented in Theo-
rem 3.1, uses a single hidden layer. Using a single hidden layer leads to a piece-
wise linear function definition as the output; this can be seen by observing that
ReLU activation functions are, in a sense, piece-wise linear functions and so a
piece-wise linear transformation of a linear combinations of inputs, leads to a
piece-wise linear output. Furthermore, the number of linear regions scales ap-
proximately linearly with the number of hidden units (i.e., number of linear
regions is O(N), where N is the number of hidden units); this behaviour can be
seen in the three example networks plotted in Fig. 3.6. The proof of the universal
function approximation follows naturally from this observation: as the number
of hidden nodes asymptotically tends to infinity, the length of linear regions tend
towards zero, leading to point-wise convergence to any suitably smooth function.

With advances in hardware accelerators, neural networks have seen a trend of
increasing layers, in so-called deep-learning [23]. A natural question, given that
the universal function approximation theorem uses a single layer neural network,
is why go deeper? In short, the answer is that deep neural networks can out-
perform shallow ones in their expressivity [24]: to understand why, we introduce
the so-called saw-tooth network [25]. Consider the following recursively defined
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Figure 3.6: Figure shows the output of three neural networks with a single hidden
layer but varying hidden nodes. We note that the output function is made of
piecewise linear regions.

function
2| fic1(x)|—2 1>0

filz) = . I~ 0

(3.44)

which can be expressed in-terms of a network with two nodes in each layer [ such
that

2max(0, fi—1(z)) — 1+ 2max(0, — fi—1(z)) =1 1> 0,

filz) = . I—o.

(3.45)

We can then consider the effect of changing the number of layers, [, on the function
output; the results are plotted in Fig. 3.7. When there is 0 layers, the output of
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the network is linear as expected and when there is 1 layer we have two linear
regions. Increasing the number of layers | then demonstrates an exponential
increase in the number of linear regions, such that the number of linear regions
is O(24).

0-layers 1-layers 2-layers
3 4
2
N 3
! 2
— — 1 —
8 8 8
S0 2 1
2 o2 o2
0
-1 0
-1 1
2
2 2
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Figure 3.7: Figure shows the output of the sawtooth network, defined by
Eq. (3.45), at differing numbers of layers [.

From the underpinning ideas of the universal function approximator, clearly hav-
ing more linear regions in the output is better for representing higher complexity
function with smaller error. While the analysis we present here is simplistic in
nature, it provides a key insight into how ReLU network architectures change
the resulting approximation space. In particular, fewer network parameters are
needed to learn complex function when nodes are stacked into deeper layer com-
pared with shallow and wide networks. We will use this heuristic in Chapter
7, when we implement an MLP to represent basis functions of the MLS surface
reconstruction.



CHAPTER 4

Literature Review

As previously discussed, surface reconstruction from point-sets is mathemati-
cally ill-posed: there exists an infinite number of surfaces that can pass through,
or near, a given set of scattered data-points. To make progress, the problem
is regularised by imposing some form of prior as a constraint. Over the past
three decades there have been numerous priors suggested in literature like surface
smoothness, volume smoothness, and global regularity; see 26| for a comprehen-
sives survey of reconstruction priors.

In this chapter we will concentrate on the surface smoothness class of prior: that
is, methods that constrain the optimisation of the reconstructed surface to satisfy
a certain level of continuity in the differential properties of the surface on a local
scale, while ensuring that the surface is a close fit to the point-set. The prior of
surface smoothness can be broken down into two sub-classes: local smoothness
and global smoothness. In Sections 4.1 and 4.2, we provide a comprehensive review
of methods that fall into these two categories, respectively. Then, in Section
4.3, we move attention away from hand-crafted smoothness priors to provide a
discourse on methods that leverage data-driven techniques. Finally, in Section
4.4 we conclude with a comparative summary of the techniques considered within
this chapter. The work in this Chapter is based on, and constitutes an extended
version of, the previously conducted literature review [27].

4.1 Local Smoothness

Local smoothness strives for smoothness only in close proximity to each point
within the point-set. The local surface smoothness prior tends to smooths out
noise in the acquired point-set, but typically cannot handle severe artifacts or
highly non-uniform sampling.

27
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4.1.1 Tangent Projection Methods

The pioneering method introduced in [28], laid the groundwork for many subse-
quent methods that imposed local smoothness priors. The method approximated
the surface as a signed distance function ® : R™ — R by projecting each point
x € R" onto the tangent plane of the closest point within the point-set. Construc-
tion of the tangent plane for each point of the point-set requires that orientated
surface normals be also supplied at each point, which are typically approximated
using statistical techniques like principle component analysis (PCA) [29]. While
this approach is efficient and simple to implement, without any form of smooth-
ing in the approximation scheme the method is sensitive to errors in the surface
normal estimations. We illustrate this idea in Fig. 4.1, by reconstructing points
sampled from the unit circle but with varying amounts of Gaussian additive noise
on the surface normal vector: Gaussian noise with variance of 0.25 results in a
saw-tooth effect in the implicit surface, while variance of 0.5 results in a very
poor surface reconstruction.

No Noise

N(0,0.50)

Figure 4.1: Shows the tangent plane surface reconstruction method for the unit
circle with varying variances of additive Gaussian noise on the surface normal
estimation.

Furthermore, under real scanning condition where the point-set sampling pattern
is unlikely to be uniform, the definition of closest point on the manifold surface
can also become ill-defined, leading to noisy reconstruction outputs. We illustrate
this in Fig. 4.2, where we present the construction of the unit circle with both
uniform and non-uniform sampling patterns. Under a uniform sampling distribu-
tion of twenty points, the surface generated is relatively smooth, however, under
non-uniform sampling the resulting reconstruction contains sharp edges.

Subsequent methods based on local surface smoothness prior have since focused
on addressing such issues, mainly by incorporating techniques that help to smooth-
out noise in acquired point-sets.
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Uniform Distribution Non-uniform Distribution

T2 -1 0 1 2

Figure 4.2: Shows the tangent plane surface reconstruction method for the unit
circle under different sampling distributions. When the sampling distribution is
non-uniform, the resulting distribution is non-optimal.

4.1.2 Moving Least Squares (MLS)

The MLS approach is a prominent method for function approximation of discrete
sets of points, which have associated scalar quantities [30]; we provide a detailed
introduction to this approximation technique in the previous Chapter (see Sec-
tion 3.1.4). The initial pioneering work on using the MLS framework for the
reconstruction of manifolds was conducted by Levin [31], with Alexa et al being
the first to explicitly use MLS for applications in the field of computer graphics
[32].

The MLS framework is appealing for surface reconstruction of point-sets because
under mild conditions it carries provable properties. Given a densely enough
sampled point-set, it can be proven that the approximation produced is a good
approximation to a signed distance function, and that the reconstructed surface
is geometrically and isotropically close to the sampled surface [33]. We note that
theoretical guarantees, like those provided in [33], are one of the main attractors
for employing MLS for surface reconstruction.

While all MLS approaches to surface reconstruction fundamentally implement
the local optimisation problem introduced in Section 3.1.4, there exists many
variants in the specific approach. In the next subsections we will explore several
variants of MLS. We will begin with the original Levin projection method [31];
while it has become uncommon for this approach to be used in practice for sur-
face reconstruction, it serves as an excellent pedagogy tool for introducing the
underpinning idea of MLS for manifold reconstruction. We will then consider
several methods that employ MLS for manifold reconstruction, including current
state-of-the-art approaches.
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Levin Projection Method

The initial approach to using MLS for manifold reconstruction [31] was broken
into two stages:

1. First a query point is selected around which the approximation will be
made, and a local reference plane is fitted to the point-set within a local
neighborhood of the query point. The reference plane provides a local
coordinate system on which the approximation can be constructed. Then
the scalar values s(p) for each point are constructed as the smallest distance
from the point to the local reference plane. Under this formulation it is easy
to see that the scalar values associated with each point represent nothing
more than the height field to the reference plane.

2. Secondly, the approximation f (x) is found via solving the local optimisa-
tion problem presented in Def. 3.2, such that the coefficients of a linear
combination of polynomial basis are found.

20 Point-set 20 Construct Local Plane 20 Reconstruct Local Surface
1.5 o°°°0 1.5 Q¢’000 ,g(p]) 15
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Figure 4.3: Hlustrates the Levin projection method for surface reconstruction at
a single point. Given a point-set, a local reference plane is constructed around a
query point: this defines a height field for all other neighboring points s(p). Then
MLS optimisation is then carried out to find the coefficients of a parameterised
function f(x).

The Levin projection method for a single point is illustrated in Fig. 4.3. The
above procedure is then repeated for different query points, and the surface is
formally defined as the subset of all points in R™ that project onto themselves.

The Levin projection approach has two main limitations: firstly, the construction
of a local reference plane becomes problematic when the point cloud is sparse or
when the local neighborhood is near sharp features (e.g., a corner). Secondly, this
approach is relatively expensive to compute, essentially requiring the solution to
two optimisation problems, the plane fitting and the local MLS optimisation, at



4. LITERATURE REVIEW 31

each step.

Scalar Field Approximation

It was quickly observed that the Levin projection method could be vastly simpli-
fied via omission of the local reference plane fitting [34], and instead associating
the point-set with the zero level-set of the scalar field (i.e., s(p;) =0 Vp; € P).

Of course, taking this approach requires further constraints be placed on the
optimisation problem to avoid the trivial solution (f(x) = 0 V& € R"). If
the point-set is oriented, then conditions can be placed on the gradient of the
approximated function V f (x) such that it is aligned with the surface normal’s;
this was the approach taken in [35] and [34]. Alternatively, the optimisation can
be constrained via the Eikonal equation where the norm of the gradient of the
implicit function is constrained to be 1 over all of space. In the context of surface
reconstruction, inclusion of the Eikonal term has been used for the MLS optimi-
sation of planes [36] and sphere [37] for surfaces reconstruction.

Implicit MLS

Another variant of the MLS approach is called Implicit MLS (IMLS)[38|, which
reduces the function approximation space of f (x) to tangent planes. Assuming
the point-set is oriented, then the signed distance function can be written in
closed form as

2 piep (X = Pismi) - w ([x - pi])

f) = s == i)

, (4.1)

where w(-) is the MLS weighting function and (-, -) represents the vector inner-
product. IMLS is an attractive approach to surface reconstructions due to the
simplicity of its formulation. However, without a global optimization step, it
was found that this approach suffers from expanding and shrinking of the surface
away from the input points [37]. Furthermore, with the approximation space
only constructed via tangent planes, IMLS can struggle with representing high
frequency features, tending to produce overly smooth approximations. In Sec-
tion 6.1.1, we will explore the IMLS approach in more detail and provide a full
derivation of Eq. (4.1).
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Robust IMLS

One of the limitations of employing the MLS framework for surface reconstruction
is that it assumes that points are sampled from a smooth surface, which inher-
ently makes the framework sensitive to outliers and increases the difficulty in
recovering high frequency spatial details. In [39], Oztireli introduces the RIMLS
method, which uses concepts from the field of robust statistics [40] to overcome
these challenges. The method builds upon the IMLS approach but is able to
discount outliers by iteratively reweighting points based on their spatial and nor-
mal residual errors. The authors showed that their approach could produce far
better reconstructions of sharp features, like corners and edges, when compared
with the original IMLS formulation; this leads to more faithful surface approxi-
mations. While the approach is over a decade old, it still provides a baseline for
state-of-the-art in a number of recent papers like [41].

4.2 Global Smoothness

In contrast to the local smoothness prior, global smoothness seeks higher order
smoothness, large-scale smoothness, or both. Higher order smoothness refers
to the smoothness in the differential properties of the geometry, like the tan-
gent planes or curvature, while large-scale refers to the spatial extend to which
smoothness is enforced [1].

4.2.1 Radial Basis Function

One well known method of global scattered data interpolation is radial basis func-
tions. First introduced in [42], radial basis functions for surface reconstruction
are constructed via finding a signed field defined via RBFs whose zero level set
represents the surface. Globally supported basis function ¢ : RT™ — R are used
to find an implicit function:

o(z) = p(x)+ Y Nio(|z —pil), (4.2)

piEP

where p(x) denotes a low-degree polynomial, and the basis functions are centered
at the points p, within the point-set. Some common RBFs include thin-plate
splines ¢(z) = 2% log(x), Gaussian ¢(r) = exp(—cr?), and multiquadric ¢(x) =
V2 + ¢Z, which are plotted in Fig. 4.4 for ¢ = 1.

Like the scalar field approximation methods mentioned in Section 4.1, RBFs are
typically used to regress SDFs. Again, to prevent the trivial solution (®(x) =
0 Vx € R), value constraints are enforced for off surface points, where ®(xz; +
en;) = € for some small value e.
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¢(x) = 2log(z) $(2) = exp(—2?) o(x)= Va?
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Figure 4.4: Shows common kernel functions used in RBF regression: left is the
thin-plate splines ¢(x) = x?log(z), center is the Gaussian ¢(z) = exp(—cz?),
and right is the multiquadric ¢(z) = Va2 + ¢2, with ¢ = 1

The real advantage of using the global smoothness prior, like RBF regression,
is that the reconstructed surface produced must be globally smooth and hence
watertight!.

4.2.2 Poisson Reconstruction

Until this point, each of the implicit function we have considered has approxi-
mated a signed distance function, however, this is not the only choice. There are
another class of implicit functions that use the idea of an indicator function to
encode the shape boundary; in this work we define an indicator function by the
piece-wise definition

®(z) = {(1) i 2 g (4.3)

where () is a set that represents the occupied area of space. Reconstruction
of ®(x), given only a point-set is of course ill-posed; the problem is further
constrained by ensuring that the gradient of the implicit function and the surface
normals of the point-set align (see Fig. 4.5). This leads to a quadratic error
optimisation function

arg(;nin/ [VO(x) — n(x)||3 de. (4.4)

where n(x) is the unit surface normal estimate at x. The solution to Eq. (4.4)
is described by the solution to a Poisson problem, applying calculus of variation,
the problem is minimised when:

"Watertight is a term used in computer graphics to mean that the surface is closed without
holes.
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Figure 4.5: Illustration of the indicator function approximation process: Given
the input point-set, the gradient of the scalar field ® can be found and this is
used to optimise the coefficients of the field by comparison with the point-set
surface normals.

Vio(z) = f(x), (4.5)

where f(x) = V - n(x). Solving the Poisson problem, with the boundary condi-
tions of ®(x) = 0 on the boundary, then yields the implicit function ®(z), from
which the surface can be recovered by selection of an appropriate iso-value.

The original work framing surface reconstruction as a Poisson problem was pre-
sented in [43|, where the Poisson problem was solved by transforming into the
frequency domain, via a Fourier transform, which resulted in a simple algebraic
solution for the Fourier representation of ®. The problem with this approach is
that the application of the Fast Fourier Transform algorithm, used to perform
the discrete Fourier transform, requires space be meshed into a uniform grid,
which in-turn limits the spatial resolution of the output. Alternative approaches
to solve the Poisson problem in the spatial domain using a multilevel, course-to-
fine, grid approaches have since been proposed [44| which provide a significant
efficiency improvement.

Like the RBF approach, indicator function methods offer a globally smooth so-
lution to the surface, however, as noted in [45] Poisson reconstruction can often
lead to over-smoothing of surface; this behaviour is evident in Fig. 4.6.

To overcome this over-smoothing, [45] introduced additional position constraints
into the optimisation problem. This later became known as a screened Poisson
reconstruction, resulting in the optimisation function

arguiin [ [V0(z) — a(e)[} dz + 2 Y (@(p)" (4.6)
@ P

where A controls the degree of interpolation of the reconstructed surface, with
larger values ensuring a tighter fit to the point-set. The improvement in adding
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Figure 4.6: Shows the reconstruction of two point cloud models using Poisson
and Screened Poisson reconstruction. Notes that Poisson reconstruction tends to
over-smooth the surface. Figure adapted from [45].

the second term in Eq. (4.6) can also be seen in Fig. 4.6. However, as with all
other interpolatory methods, the wrong choice of parameter \ can lead to over-
fitting of the reconstruction surface to the points and so a process of fine-tuning
must be implemented to obtain the optimal results.

4.3 Data-driven Approaches

Rather than relying upon hand crafted features to provide regularisation, like
local smoothness in the case of MLS, data driven method attempt to learn im-
portant geometric and topological features automatically. In this section we will
consider a selection of recent papers that consider using machine learning tech-
niques in the context of point-sets surface reconstruction.

4.3.1 Direct SDF Inference

The first work on directly learning signed distance functions for shape represen-
tation, DeepSDF, was presented by Park in [46]. The paper proposed using a
generative model to produce a continuous signed distance field that represented
objects. The generative approach allowed for high quality shape representation,
interpolation and completion from partial and noisy 3D input data. DeepSDF
significantly outperformed the previous benchmarks on shape representation and
completion tasks, and demonstrated the efficacy of using neural network based
approaches in the context of 3D geometry. However, the authors only considered
synthetic data with fairly simple geometry. Furthermore, the architecture im-
plemented was not invariant to the coordinate systems orientation, requiring the
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point clouds be provided in a canonical pose. This severely limited this works
real world applications as this is typically not the case in real world applications.

A more recent paper [47], also considered using multi-layer perceptrons (MLPs)
for directly learning SDFs. Rather than taking a generative approach, Gropp
et al explicitly regularise their network by including the Eikonal equation, the
constraint of the norm of the gradient of the implicit function to be 1, into their
loss function. While their method can also include surface normal’s, their analysis
showed that the inclusion of the Eikonal equation is the most important term
for so called implicit geometric reqularization. The method they introduced for
learning high fidelity implicit neural representations of shapes directly from raw
data achieved state-of-the-art results. While normal estimations are not needed
for this approach, the authors did note that the technique is more sensitivity to
noisy normal’s when they are used. Furthermore, while the authors did provide
some analysis of their network, seeking theoretical bounds, they was only able
to do this in the linear case as analysis of higher order terms becomes highly
non-trivial. Nevertheless, this work demonstrated how the Eikonal equation can
effectively be employed to perform regularisation of geometry in a deep learning
context.

4.3.2 Neural MLS Framework

There have also been numerous papers that have considered using deep learning
architectures within the IMLS approach. In [41], Liu et al present the DeepIMLS
approach which allows for the use of IMLS with sparse or noisy point clouds. An
auto-encoder architecture is used to predict where MLS points should be within
an octree structure [48|. The output of the auto-encoder is then used in the
traditional IMLS formulation from section 4.1.2. This method was shown to out-
perform RILMS (section 4.1.2) in capturing small scale and sharp details.

A different approach to using deep learning with IMLS was discussed in [49].
Here, the authors sought to remove the requirement for an input point-set to
have associated surface normals. Instead, the authors propose operating two
neural networks in a self-supervised manner, where the loss is coupled between
the output SDFs of the network. One of the networks learns the SDF via the
IMLS approach and the other uses the gradient of the predicted SDF to help
regularise the loss. The authors demonstrated that taking this approach allowed
the method to be more robust against noisy and sparse point clouds, while not
requiring surface normal vector estimations.



4. LITERATURE REVIEW 37

4.3.3 Other Learning Based Approaches

While we concentrated on finding signed distance functions in this report, meshes
are another common form of geometry representation; the work presented in
Point2Mesh [50] is particularly noteworthy for this report. The aim of the work
was to reconstruct a mesh given an input point-set. In this work, the authors
introduced the concept of a self-prior, which is a network that is able to encap-
sulate reoccurring geometry from a single shape within the weights of a deep
neural network. The method begins by encapsulating the point cloud in a mesh
and then iteratively deforms to shrink-wrap the point-set, while preserving geo-
metric features. Key to their approach, a convolutional kernel is optimised across
the entire point-set, allowing it to learn global geometric features. This allows
the mesh to converge to a desirable solutions without becoming trapped in unde-
sirable local minima. Furthermore, the authors show that this approach works on
both synthetic and real world scans for which traditional reconstruction methods
typically degrade.

4.4 Summary

In this chapter we have considered an array of different methods for performing
surface reconstruction from point-sets. To conclude, we provide a brief summary
of the considered methods, highlighting each methods strength and weakness; for
convenience this summary is tabulated in Table. 4.1.
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Prior Approach n | Strengths ‘Weakness
Tangent Planes [28] ® | v/ Simple to implement X Not robust to acquisition noise or
Local v/ Highly efficient normal estimation errors
MLS: Levin projection [31] | © | v Robust against Gaussian acquisition | X Requires local reference plane fitting
noise X Typically produces oversmooth re-
construction
MLS: IMLS [43] ® | v/ Closed form solution to the implicit | X Typically produces oversmooth re-
function construction
v Highly efficient to implement X Highly sensitive to the Gaussian
weighting parameter
MLS: RIMLS [39] ® | v/ Inherently robust to sharp features | X Iterative process leads to more com-
v/ Achieves SOFA for MLS approach | putational expense
to surface reconstruction X Increased parameters to tune within
the algorithm.
RBF [42] ® | V/ Able to handle non-uniform sam- | X Requires off-surface constraints.
Global pling. X Poor performance against acquisi-
v Guaranteed globally watertight re- | tion noise
construction.
Poisson [43] ® | v/ Produces globally watertight recon- | v X Over-smooths reconstruction/-
struction doesn’t pass near point-set
X Solution of Poisson problem requires
discretization to grid
Screened Poisson [44] ® | v Oversmoothing reduced via a posi- | X Has the potential to overfit (interpo-
tion constrain term. late points).
v Produces SOFA reconstruction for
indicator based methods.
DeepSDF [46] O | v Generative neural network allowed | X Requires 3D models be in a canoni-
. for handling of noise. cal pose.
Data Driven v SOTA 0%1 shape representation and ’
completion tasks.
DeepIMLS [41] ® | v Auto-encoder designed to handle ac- | X Significant extra computational ex-
quisition noise. pense to compute when compared with
v/ Outperformed RIMLS on represent- | IMLS.
ing small and sharp detail
IGR [47] O | v Regularises the problem using the | X Limited scope for analysis due to us-
Eikonal equation ing MLPs
v/ Shown to outperformed some classi- | X Increased computation expense with
cal surface reconstruction. training MLP.
Point2Mesh [50] O | v Demonstrates SOTA in mesh recon- | X Outputs a mesh, which is inherently

struction from point-sets.

v Demonstrated the idea of self-prior
for shape geometry.

v/ Demonstrated good performance on
both synthetic and real-world recon-
struction.

discrete in nature.
X Doesn’t always generalise for shapes
of arbitrary topology

Key: @ = oriented surface normal’s required, © = un-oriented surface normal’s
required, O = no surface normal’s required.

Table 4.1: Summary of the literature presented in Chapter 4, grouped by priors used to regularise the
reconstruction problem.




CHAPTER 5

The Shapeset Dataset

High quality data-sets are fundamental to the data-driven paradigm of machine
learning. While there are a number of sources of 3D scanned [6, 51, 52| and
3D CAD models [53], there are few sources of 2D point-sets that can be used
for algorithm development and testing. In this Chapter we introduce the shape-
set dataset, a repository of 2D point-sets with surface normal estimations, con-
structed as part of this project. We begin by presenting the pipeline used to
generate the dataset itself, highlighting the computational processes used and
the design decisions taken. We then present a subset of the dataset as an exam-
ple.

5.1 Shapeset Dataset Pipeline

In order to generate 2D point-sets, we first need a source of geometry. As the
aim is to be able to easily generate many different types of point-set, with as
little human input as possible, it was decided images where the easiest sources
of geometry to work with. In particular, we make use of silhouette images where
the inside of an object is black and the outside of an object is white.

Images used within this project where taken from [54], where images are released
under a creative commons license. An example silhouette image is shown in
Fig. 5.1 (a). Then, given this image, our aim is to produce a point-set of the
silhouettes boundary with surface normal estimates, like that shown in Fig. 5.1
(b). The overall pipeline for creating 2D point-sets is shown in the flow chart
in Fig. 5.2 and in Sections 5.1.1 to 5.1.4, we provide a detailed overview of each
stage of the pipeline.

39
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Figure 5.1: (a) Shows an example silhouette image of a bunny. (b) Shows a
point-set extracted from the boundary of the silhouette image, with normal vector
estimates.

5.1.1 Image Resizing

The silhouette images used in this project are all of the portable network graphic
(png) file format. While the png format has lossless compression and is able
to encode transparent backgrounds, the image they represent have ultimately
been rasterized to a fixed pixel array size. As the surface of the geometry will be
drawn from the interface between light and dark pixels (described in the following
sections), the pixel array size directly impacts the final number of points that can
be generated in the point-set. To increase the number of points, an interpolation
procedure is applied to increase the overall image size (this idea is illustrated in
Fig. 5.3).

To interpolate the pixel array we make use of the mathematical technique of
bicubic interpolation, which is commonly used in many image processing tasks.
Bicubic interpolation works by considering a neighborhood of 16 pixels around
each interpolation pixel, and weight its value according to distance. Of course,
with any approximation technique, error is inevitable. In the case of bicubic
interpolation, the error manifests as aliasing where the edge inherits a jagged
structure (this idea is also demonstrated in Fig. 5.3). While techniques for anti-
aliasing exist, we found that they made very little difference to the overall point-
set generated; hence, they have not been included in this pipeline.

5.1.2 Edge Detection

Once the image has been resized, the next step is edge detection and extraction.
There exists a number of methods of extracting an object boundary, although
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Figure 5.2: Illustration of the 2D point-set construction pipeline. The input
to the pipeline is a silhouette image and the output is several point-sets, with
accompanying surface normal estimations. The most dense point-set is treated
as the ground-truth for any experiments.

most use the gradient of the intensity field to provide the cue for edge detection.

In this work, we use the Canny edge filter [55] because of its simplicity of im-
plementation. In brief, the approach works by first smoothing the image and
then calculating the gradient of the images intensity array. The principle is that
the image intensity varies most quickly when crossing an object boundary. The
algorithm then applies some further criteria, like thresholding the magnitude of
the gradients, to suppress spurious responses from the gradient field.

OpenCV provides a convenient method for implementing Canny edge detection,
with the output of this process being a binary image, where the black pixels
represents the object boundary. The horizontal and vertical location of black
pixels are then parsed into an Numpy array.

The point-set, after edge detection, has horizontal and vertical values represented
by integers (i.e., the pixel array index of the detected edge). To ensure that length
scales are consistent across all generated shapes, the scattered points are rescaled
such that (z,y) € [0,1] x [0,1] for all z and y in the point-set. In practice, this
is achieved by dividing every horizontal position by the largest horizontal value,
and similarly for the vertical points.
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Figure 5.3: Illustrate increasing the pixel array size via interpolation. (a) Shows
a section of the original image, with the possible point-set extracted from it. (b)
Shows the image after interpolation has been applied, with an increased point
density extracted from it.

5.1.3 Surface Normal Estimation

The final stage in creating a ground-truth point-set is to generate an estimate of
the oriented surface normal for each point. This estimation process is split into
two parts: first we construct tangent plane approximations for each point in the
point-set, such that a unit normal can then easily be derived. The second stage
is ensuring that the surface normals are oriented: that is ensuring each surface
normal points in the direction away from the interior of the object. If a surface
normal points into the interior of the object then we call this unoriented.

Tangent Plane Estimation

As discussed in Chapter 2, the normal vector of a point on the boundary of an
object is the vector that is perpendicular to the surface tangent plane at that
point. Therefore, to construct a surface normal for each point within the point-
set, we must begin by constructing a local tangent plane.

For each point, we select k nearest neighbors from the point-set, sampled using
closest Euclidean distance; this defines a local region. Then, we construct a linear
approximation for the local region, such that the best-fit parameters m and c of:

y =mx + c, (5.1)

are found. Given we now have an estimation of the surface tangent plane, we can
construct a vector, 7, that points along the direction of the tangent by sampling
two points. For simplicity, we sample the tangent line at x = 0 and = = 1, such
that:

T =[1,m]". (5.2)

Then the normal vector is given by: 7-n = 0, which can be trivially satisfied by
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letting:
n=[—7y, TI]T, (5.3)

where 7, and 7, are the x and y component of the vector 7, respectively. This is
illustrated in Fig. 5.4. Finally, we normalise the normal vector such that it is of
unit length (i.e., n = %)

Figure 5.4: Illustration of the process of surface normal estimation for two points
in the point-set. Here we use a k nearest neighbor value of 2. Note that the
normal vectors are unoriented as they are not consistent in pointing inward or
away from the surface.

Orientation Propagation

To ensure the normals are orientated, we select a point at random on the surface.
We then march through the point-set selecting the nearest neighbours of the
selected point and compute the dot product between the normal vectors. It is
expected that adjacent normals should point in similar directions, such that the
sign of the dot product is positive. If the sign is negative then the orientation
of the normal vector is flipped by scalar multiplication with —1. This process is
illustrated in Fig. 5.5.
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Figure 5.5: Illustration of the surface normal orientation propagation procedure.

5.1.4 Point-set Resampling

Now that we have constructed a point-set, the final stage is to construct subsets
of the point-set. This is so that we may regard the most dense point-set as a
ground-truth for comparison and testing is later chapters. Points of the point-set
where sampled uniformly from the ground-truth point-set at 75%, 50%, 25%, and
10% of the original density. The generated 2D shapeset consists of 20 point-sets.
In Fig. 5.6 and Fig. 5.7, we show a selection of 6 shapes at the 5 different sampling
densities; note that 100% density is used to refer to the ground-truth geometry
in this project.
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Figure 5.6: Examples of shapes from the Pointset-Dataset, with a singular interior region. Each shape shows the individual
points and the surface normal estimates at that point. The 100% column heading refers to the ground-truth shape geometry,
with the other percentages showing the percentage of points compared to the ground-truth.
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Figure 5.7: Examples of shapes from the Pointset-Dataset, with more than one interior region. FEach shape shows the
individual points and the surface normal estimates at that point. The 100% column heading refers to the ground-truth shape

geometry, with the other percentages showing the percentage of points compared to the ground-truth.



CHAPTER 6

Benchmark Approaches

Before we consider the work conducted on developing a novel MLS surface re-
construction approach in Chapter 7, we first introduce three methods that we
will consider as benchmark approaches. In this Chapter we begin with a mathe-
matical derivation of each of the three Benchmark methods. Then we introduce
the PyPointset Python library, written as part of this project, that provides a
Python implementation for each of the benchmark reconstruction methods and
utility functions for dealing with point-sets.

6.1 Reconstruction Methods

In this project we implement three methods to act as benchmarks surface recon-
struction approaches; the methods selected are:

1. Implicit Moving Least Squares (IMLS),
2. Robust Implicit Moving Least Squares (RIMLS),

3. Implicit Geometry Regularisation (IGR).

In the following Section we provide a detailed derivation of each of the above
methods.

6.1.1 Implicit Moving Least Squares

As introduced in Chapter 2, moving least squares (MLS) is a general framework
for function approximation of scattered data. The simplest possible case of the
MLS framework is where there is a constant basis function, i.e., the approximation
space is restricted to:

f(@) = a1(2)d1(z) = an (). (6.1)
This simple case of MLS is often referred to as Shepard’s method in statistics
literature [56], but more commonly referred to as implicit moving least squares
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(IMLS) in computer graphics literature [33]; this is the convention we adopt in
this work. As discussed in Section 4.1.2, while the surface produced by IMLS has
a simple closed form solution the reconstructions produced are over-smoothed.
Nevertheless, we will regard this method as one of our baseline approaches for
comparison. Next, we provide a derivation of the closed form IMLS surface
definition and a geometric interpretation of function that is approximated.

Derivation

Begin by letting a set of IV scatter data point be contained within a point-set P
such that P = {x;, ni}f\il, where z; € R? is the position vector of the scattered
data point and n; € R? is the surface normal vector associated with x;. The
alm in constructing our approximation is to find a signed distance function. It
is therefore important to define the relationship between a query point and the
point-set P; this is done via defining the height field.

The Height Field Definition

The aim in defining the height field is to describe a function u;(x) = u(x,z;),
that approximates a signed distance function for any input . As the approxi-
mation space in IMLS is made of a singular constant basis function, the function
u;(x) is typically defined as the point on the tangent plane of x; which is closest
to «; this is the same technique originally proposed in the tangent plane projec-
tion method by Hoppe [28] introduce in Section 4.1.1.

Fig. 6.1 shows the geometry of a query point x being projected onto the tangent
plane of x;, where for fixed © we define d; = u;(x). To be able to use u;(x)
within the MLS framework we must be able to express d; in terms of the known
quantities @, ; and n;. By construction @ and x; are both elements of R?, and
so the geodesic distance (the shortest path between the two points) is given by
the /9 vector norm:

& = [l& =il (6.2)
Using Eq. (6.2), the distance d; can also be expressed as:

d; = & cos(a). (6.3)

Finally, by noting that surface normals n; are of unit length (i.e., ||n;|| = 1) by
construction, d; can be rewritten in terms of an inner-product between the vector
that points from x; to & and the unit surface normal n; by:

di = || — @il cos(a) = |l& — @i|2[|nil[2 cos(a) = (@ — @, i), (6.4)
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Figure 6.1: Shows the geometry within a local neighborhood of a query point,
x, being projected onto the closest point of the tangent plane of x;. Here the
tangent plane is defined as the set of points g such that (x; — q,n;) = 0, where
n,; is the unit surface normal at the point x;. The shortest distance between x
and x; is defined by &; and the distance between @ and the project of & onto
the tangent plane of x; is denoted as d;. Finally, the angle between d; and £ is
denoted by «.

and hence
ui(x) = (& — x;,ny). (6.5)

The MLS Approximation

Now we have constructed the function to be approximated, we derive the closed
form solution for the IMLS surface. Recall that the MLS approximations are local
(see Section 3.1.4) and so the approximation coefficients have to be found for each
x we wish to evaluate the function at. Using the MLS framework introduced in
Chapter 3, we aim to minimise

Z (f(az) — ul(w,)>2W(as,:cZ), (6.6)

x;, P

where f(x) = a1 (x), u;(x) is given by Eq. (6.5), and W (z, ;) is a unnormalized
Gaussian weight function:

—_ .2
W(x,x;) = exp (W) . (6.7)
o
Minimising Eq. (6.6) requires that we find the coefficient a; () for which Eq. (6.6)
is smallest. This can be done analytically by differentiating the expression with
respect to aq(z) and equating the expression to zero,
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By the linearity of derivatives, the partial derivative in Eq. (6.8) can be exchanged
with the summation over P,

2
a—(}q(og(w) - ui(w)> W(:c,azi)} —0, (6.9)
which can be easily solved to yield:
3 [2al(a:)(a1(w) - ui(w))W(:c,:ci)} = 0. (6.10)
T, EP
After trivial rearrangement, Eq. (6.10) can be expressed as
ar() > Wiw,z) =Y w(@)W(z,z), (6.11)
x,€EP x; EP

and hence, the coefficient o (x) can be written in closed form as

> ziep Wi(@)W(z, ;)
ZmieP W(CD, :BZ)

a(x) = (6.12)

Finally, substituting u;(x) of Eq. (6.5) into Eq. (6.12) and aq(x) of Eq. (6.12)
into Eq. (6.1), we yield the Kolluri [33] definition of the IMLS surface:

Y owiep(® — xiy ) W(x, ;)

f(m) = Zwie'P W(m, mz)

(6.13)

6.1.2 Robust Implicit Moving Least Squares

While the IMLS approach, derived in the previous section, offers a simple closed-
form function to approximate a singed distance function, fitting tangent planes
and blending them together with Gaussian weighting functions does not allow
for sharp features within a scanned objects geometry to be modelled.

Robust implicit moving least squares (RIMLS) [57] improved upon the standard
IMLS approach by producing an approximation that is robust against outliers in
both spatial position and surface normals noise. While robustness against spa-
tial position is useful for dealing with noise from acquisition, robustness against
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surface normals is key to producing sharp feature reconstructions. When sharp
features are present in geometry, the differential properties of the surface become
discontinuous. Then, viewing the different discontinuous regions as patches, we
can see that normals belonging to the surface in different patches typically point
in vastly different directions (see Fig. 6.2). Therefore, the surface normals from
different patches should be regarded as the outliers if sharp features are to be
preserved.

Using ideas from the field of robust statistics, Oztireli [39] showed how MLS
could be reframed as a local kernel regression (LKR) problem and then showed
how it could be solved iteratively using re-weighted least squares (IRLS). In
the following section we present the salient points needed from robust statistics
and derive the implicit surface definition. We then provide an overview of the
algorithmic implementation of the approach.

Sharp Feature First Derivative

2,00 f(-'ﬂl)
] AEEEENE Y N ¥ Sy
17 \’ Patch 1 !

0.751 \[ -1 Patch 2
0501 AVERES A A4 4444

0.25 0.50 0.75 1.00 1.25 1.50 175 0.25 0.50 0.75 1.00 1.25 1.50 1.75

Figure 6.2: Shows the surface normal vectors near a sharp feature in a shapes
geometry. The surface normal can be regarded as belonging to different patches
on the shapes surface and hence points in the first plane are outliers in the second,
and vice-versa.

Robust Statistics

RIMLS makes use of iteratively re-weighted least squares (IRLS) to solve its op-
timisation problem. While a full introduction to IRLS is beyond the scope of
this report (the interested reader should consult [58]), we highlight the necessary
parts to derive the RIMLS surface definition.

An M-FEstimator is an approach that generalises the statistical techniques of
maximum likelihood estimation, and is usually used as an alternative to least
squares method when the data has outliers, extreme observations, or does not
follow a normal distribution [59]. The fundamental idea behind RIMLS is to
approach the minimisation of the MLS objective function from the perspective
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of finding an M-Estimator for it. The aim is to minimise the objective function
arg min - p (f(@) - u:) w(a, ) (6.14)
i

where the vector of coefficient a(x) = [a1(x), az(x), ..., an ()] defines a linear
combination of basis functions f(x) = > ai(x)¢i(x) and p(-) is some arbitrary
function. Obviously, if p(z) = x? then we recover precisely the MLS objective
function, and so the choice of p(-) is important in generating a robust estimator.
If we choose p(+) such that it is differentiable and we define,

_1dp

n(e) = (6.15)

xdz’

then the minimisation problem defined in Eq. (6.14) can be solved via iteratively
re-weighted least squares (IRLS) defined by:

oF = arg m&nz (f(ac) - yi)Qw(m,xi)n(rf_l), (6.16)

where rf_l = fak_l(wi) — y; is the i*® residual at the k — 1 iteration using the
coefficients a*~! in the functional f (z). The key to making this optimisation
problem robust to outliers is in the choice of function p(-). Ideally, p(-) should
grow slowly such that the weight function n(z) tends to zero as x tends to infinity.

In the RIMLS approach, the authors choose the p(z) to be the Welsch function

defined by,
(Tg .’L'2

which leads to a weight function defined a un-normalised Gaussian,

10 22
n(x) = ;£ = exp <—02) . (6.18)

r

In Fig. 6.3 we provide a comparison of p(z) = x? (i.e., the OLS criterion) and
p(x) equal to the Welsch weight function. As can be seen, the weight function 7(-)
for the OLS case is constant, but in the case of the Welsch function the residuals
are weighted according to a Gaussian distribution. This provides a mechanism
to robustly discount the largest residuals in the minimisation problem.
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Figure 6.3: Shows the objective function, p, derivative of the objective function,
%, and the weighting term, 7, for both OLS and Welsch objective functions.

Implicit Function Derivations

Following almost directly the same derivation as IMLS in Section 6.1.1, we use a
functional with constant basis function,

f(@) = ar(@)g(x) = ar(z), (6.19)

and we seek to regress a signed distance function which we approximate using
yi = (®x — x;,n;) (see Section 6.1.1 for a derivation of this). Using the robust
statistics introduced in the previous section, the robust IRLS minimisation then
becomes

f*(x) = arg n;llnz (a1 + (2 — 5, m;) > wle, ;) (rf_1> (6.20)

where rF7! = fF=1(x) — (x — x;,n;) is the residual between the tangent plane
projection and the k — 1 approximation to the signed distance function at .
While this function definition already provides a more robust approximation in
the face of spatial outliers, it does not account for outliers in the surface normal.
Defining the normal vector residual as,

Anf = ||V f¥(@) - nill2, (6.21)
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we can define a new weight function on the surface normals i as

((Ank) = exp (— (AJZQ“)2> . (6.22)

Integrating this final weight term into the minimisation problem in Eq. (6.20)
and solving for the parameter «q, the iterative definition for the final RIMLS
surface is given by

FH(a) = s (6.23)

Algorithmic Implementation

To implement RIMLS, there are three elements of the algorithm that must first
be considered. First is the initialisation of the re-weighting terms 7(-) and u(-).
As discussed in [57], it is usual to initialise an IRLS method with another robust
estimator like the median, however, as the continuity of the solution is important
the authors of [57] opted to uses a least squares criterion as the initialiser. This
has the advantage of being both simple to implement, the weights at the first

iteration are set to 1 (i.e., n(r)) = /L(An?) = 1), and also ensure that each

iteration produces a continuous reconstruction.

The second element that must be addressed is the computation of the gradient of
the scalar field in Eq. (6.21). As the definition of V f*(x) is recursive, computa-
tion of the exact derivatives yields a complicated and computationally expensive
expression. However, the gradient of the field can be approximated by assuming
that the reweighing terms are constant; this leads to an approximation where the
error is maximal when the refitting weights vary quickest (i.e., near sharp edges).
We begin by defining:

¢t =n (Tf*) M(Anf_l), (6.24)

such that §f_1 is considered constant with respect to @, then the gradient of the
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scalar field is given by

@ — 2wz, wi)dH)
Zw(iﬁ, mi)gfil ’

Y ni(w(m, z)E ) + (@ — @, n) V(@ ;)6 (’w(% wi)gzk_1>
(Swz)e)
Sl — @i, ni)u(@, @6 V(e @)eh
(S uewe)
_ Cnawe@)d ! + X Vue.z)e (@ - 2in) - M)
- S, @)¢ ! '

V@)~V (

~
)

)

(6.25)
The gradient of the Gaussian weighting term in Eq. (6.25) is then given by
2 _ .
Vu(z, ;) = —Lﬂw(m,mi). (6.26)
o

The final element that must be addressed is defining a termination criterion for
the IRLS minimisation. There exists two options for terminating: 1) Termination
can be defined in terms of convergence

o 0 (r¥) u(ant) B n (75 m(ant)
S () ) X () wlan)

where ¢ is a user defined threshold. 2) Termination can be defined in terms of a
maximum number of IRLS iterations M, which is also user defined.

<t (6.27)

6.1.3 Implicit Geometry Regularisation

The final comparison method we present is the implicit geometric regularisation
method [47]. In this method, a neural network is used directly to encode the
signed distance function of the implicit surface, which is referred to as a neural
implicit representation. While the IGR method cannot be derived from first
principles, we will introduce the loss function and seek to explain how each term
contributes to the surface reconstruction method.

More precisely, the IGR method aims to find the optimal weights and biases 6
of a fully connected MLP, which we denote fg (x) where fg : R> — R, such that
fg(a:) approximates a signed distance function. The approach accepts either just
a point-set, x; € P, or a point-set with surface normals, (x;,n;) € P. The MLP
is trained with respect to the following loss function,

£(6) = £(8) + XEq [ (19 fo(@)ll2 — 1)? ] (6.28)
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where A > 0 is a hyper-parameter, || - ||2 is the Euclidean 2 norm, and
1
(o) = P > (Ifo @)y + 7 Vaifo (@) — nilly)- (6.29)
1€P

If P does not contain surface normals, then 7 = 0, else it is tuned to a value in
the range (0, 1].

We now seek to understand this loss function by considering each terms affect on
the implicit function obtained. The first term of Eq. (6.29) constrains the implicit
function at the point-set positions, which has the effect of forcing f (x) — 0 for all
x € P. This is one of the requirements of a signed distance function. The second
term of Eq. (6.29) constrains the gradient of the field at the point-set to point in
the direction of the surface normal vector, a requirement that the implicit surface
must satisfy following from the underpinning differential geometry. Finally, the
second term of Eq. (6.28), is known as the Eikonal term. It is possible to show
that if an implicit function f(z) is a signed distance function then f(z) satisfies
the Eikonal equation

|Vf(x)|| =1Ve € R (6.30)

While we do not provide a proof here, the interested reader should consult [60].
Hence, minimising the error in the Eikonal term over samples of R? provides
a regulariser that encourages the implicit function represented by the MLP to
produce a signed distance function over all of space.

6.2 Point-set Reconstruction Library

Now we have introduced the three benchmark methods implemented within this
project, we introduce the PyPointset library. The library is lightweight and
has minimal dependencies, only requiring Numpy for numerical computations,
TensorFlow for hardware accelerated neural network training, and Matplotlib
for visualisation. In the following sections we present further details about the
library, provide a minimal setup code example for each method, and show some
example reconstructed surfaces.

6.2.1 The Point-set Class

The library is implemented such that the point-set (either just positions or po-
sitions and surface normals) are encapsulated within a point-set object. Once
instantiated, the positions and surface normals can be obtained using the

plc_object.position and plc_object.normals methods, respectively. Then
each reconstruction method is contained within its own class and the point-set
object is passed to the reconstruction methods as necessary. The following code
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instantiates the built-in example star point-set and then prints both the position
vectors and normal vectors.

import reconstruct.pointcloud_utils as plc_utils
plc = plc_utils.pointcloud() #load exzample star point-set

print(plc.position) # print the point-set position vectors
print(plc.normals) # print the point-sets mnormal vectors
# both return np arr of shape (N, 2), where
— N is the number of points.

6.2.2 IMLS Implementation

As the IMLS implicit surface has a closed form solution, Eq. (6.13) of Section
6.1.1, its computational implementation is trivial amounting to nothing more
than a function that carries out the algebraic operations on vectors. For effi-
ciency, the function is parallelised by vectorisation of operations like the inner
product and the weighting computation, using the numerical computing package
Numpy.

IMLS reconstruction using the PyPointset library can be carried out in 6 lines
of Python code:

import reconstruct.pointcloud_utils as plc_utils
import reconstruct.IMLS as IMLS

plc = plc_utils.pointcloud() # loads ezample star point-set.
imls = IMLS.IMLS(plc, sigma = 0.5) # defines the wetght term.
imls.construct_approximation(200) # evaluate on 200x200 grid
imls.visualise_reconstruction() # exztract 2so-contour

The reconstruction obtained via running the above code is shown in Fig. 6.4,
with the signed distance function plotted in Fig. 6.4 (a) and the reconstructed
surface extracted from the 0 iso-contour plotted in Fig. 6.4 (b).

RIMLS Implementation

Although the derivation of the RIMLS implicit function is some-what involved,
its actual computational implementation is fairly straightforward. Our imple-
mentation largely follows the pseudo-code for the RIMLS approach presented by
Oztireli in [57]. The method is built using Numpy and also implements vectorisa-
tion of algebraic operations for efficiency.
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Implicit Field Reconstruction Surface

IMLS Reconstruction
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Figure 6.4: Shows the reconstruction output produced when using the IMLS
module of the PyPointset library. (a) Shows a visualisation of the implicit field
where orange represents negative values and blue represents positive values. (b)
Shows the extracted surface from the 0 level-set of the implicit field.

RIMLS reconstruction using the PyPointset library can also be carried out in 6
lines of Python code:

import reconstruct.pointcloud_utils as plc_utils
import reconstruct.RIMLS as RIMLS

plc = plc_utils.pointcloud() # loads ezample star point-set.
rimls = RIMLS.RIMLS(plc, [0.001, 0.06, 0.02]) #define alg

— params

rimls.construct_approximation(100) # evaluate on 200x200 grid
rimls.visualise_reconstruction() # eztract iso-contour

The list of parameters passed as arguments when instantiating the RIMLS class
refers to the Gaussian reweighting variances 02, o2, and o2, respectively. The
above code yields the reconstruction shown in Fig. 6.5. We note that sharp
features of the stars geometry are preserved much better in this reconstruction
but that the algorithm doesn’t not produce a water-tight reconstruction in the

area where the the point-set has a less dense sampling (bottom right).
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Implicit Field Reconstruction Surface

RIMLS Reconstruction

@ TR

Figure 6.5: Shows the reconstruction output produced when using the RIMLS
module of the PyPointset library. (a) Shows a visualisation of the implicit
field where orange represents negative values and blue represents positive values.
Note that the white area of the implicit field away from the surface defines areas
where the value of the implicit field has evaluated to nan. (b) Shows the extracted
surface from the 0% level-set of the implicit field.

IGR Implementation

The final method, IGR, differs from the previous two methods in that the SDF
does not have a closed or iterative closed form solution. Instead the SDF is
represented in the weights and baises of an MLP after the network has been
trained. The MLP was implemented in Tensorflow deep learning framework as
this provides access to hardware acceleration, improving computation efficiency.

Like IMLS and RIMLS, IGR reconstruction using the PyPointset library can
also be carried out in 6 lines of Python code:

import reconstruct.pointcloud_utils as plc_utils
import reconstruct.IGR as IGR

plc = plc_utils.pointcloud() #load ezample star point-set
igr = IGR.IGR(plc)

igr.train(5000) # train for 5000 epochs
igr.visualise_reconstruction() # extract iso-contour

The default MLP architecture for the IGR method is a feedforward MLP with
4 hidden layer, each with 80 neurons. The weights and biases are initialised
via sampling from an N(0,0.01) Gaussian distribution and the network uses the
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stochastic gradient decent algorithm (see Section 3.2.3) with a learning rate of
1072,

The reconstruction obtained via running the above code is shown in Fig. 6.6,
with the signed distance function plotted in Fig. 6.6 (a) and the reconstructed
surface extracted from the 0 iso-contour plotted in Fig. 6.6 (b).

Implicit Field Reconstruction Surface
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Figure 6.6: Shows the reconstruction output produced when using the IGR mod-
ule of the PyPointset library. (a) Shows a visualisation of the implicit field where
orange represents negative values and blue represents positive values. (b) Shows
the extracted surface from the 0" level-set of the implicit field.



CHAPTER 7

A Novel MLS Approach

As previously discussed, the MLS framework for function approximation and
surface reconstruction acts on an inherently local scale: the approximation at each
point is constructed via consideration of only a local neighborhood of scattered
data-points. While the local smoothness prior has the advantage of being able to
generalise to many classes of geometry, acquisition devices, and point-set spatial
scales, the appropriate handling of either sharp features within the geometry
or acquisition noise is typically not possible without further constraining the
problem.

In this Chapter we introduce the work conducted on developing a novel approach
to surface reconstruction using the moving least squares (MLS) framework. As
we have discussed previously, MLPs can theoretically approximate any function.
In this project, we seek to use this principle to develop an approach where op-
timal basis functions for the MLS reconstruction are learned. The aim is that
learning optimal basis functions, globally across shape geometry, will allow us to
represent different geometric features, for example sharp features, better on a
local scale; this general principle is similar to the concept of self-prior introduce
in the Point2Mesh work [50]. We will refer our novel approach throughout this
Chapter as MLP-MLS.

While the approach is still currently under development, this Chapter presents
the work conducted todate. In this Chapter we begin by providing an overview
of the approach. Then we consider the exploratory work conducted, initially in
1 dimension and then 2 dimensions, and we present the current issues faced, and
an outlook to future work that is to be conducted.

7.1 MLP-MLS Overview

As we have seen in Chapter 4, MLS approaches to surface reconstruction typ-
ically uses a set of low-order fixed algebraic polynomial as the basis functions
to construct the approximation. Under our novel MLP-MLS approach we re-
place these polynomials basis functions with a basis defined by a ReLU MLP

61
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neural network. An important part of our approach is the separation between
MLP basis representation and the MLS framework. While the MLP is trained
with respect to the output of the MLS approximation, the MLS framework works
independently of this training procedure, only operating on the basis functions
defined by the MLP. This has the advantage, compared with IGR for example,
of meaning that established theory of the MLS framework (e.g., the provability

of good approximations [33]) can be directly imported into our approach.

The reconstruction algorithm works in two phases:

(1) Training: The MLP basis functions are trained to minimise an error term
between the MLS approximation at each of the point-set positions and the

ground-truth value (i.e., >, | F (i) —

(2) Execution: After the MLP basis functions converges, the parameters of
the MLP are fixed and the usual reconstruction pipeline for MLS is enacted:
The local MLS optimisation problem is solved for each position within
the domain to produce a global approximation f (x).

f(x)|| V& € P).

Then for surface

reconstruction the surface is extracted using Marching Squares [5].

The overall reconstruction pipeline is summarised visually in Fig. 7.1.

Training loop:

Feedforward neural
Input: N network to generate
Point cloud basis function
mg(x) = ®(x)

Solve MLS
optimization problem

fx) = YaT (x)@(x)

Calculate error

e=f()-f(x)

Backpropagate error
through the MLP
model

A

Execution phase (my (x) now fixed):

Feedforward neural
!nput: N netwufk to geﬁemte
Point cloud basis function
mg(x) = @(x)

Solve local MILS
optimization problem

f() = Za’ ()@ )

Obtain global implicit
surface function

fe

Extract surface iso-
contour using
marching squares

S={x|f(x) =0}

Figure 7.1: The MLP-MLS approach in general. There is a training phase where
optimal basis functions are learned and an execution phase where the parameters
of the MLP are fixed and the reconstruction surface is extracted.
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7.2 MLP-MLS in 1D

Before considering MLP-MLS for surface reconstruction in 2 dimensions, we first
explore the simpler case of 1 dimensional function approximation using the pro-
posed MLP-MLS framework. The aim in working in 1 dimension is twofold:
firstly, it enables us to establish that the proposed methods can produce satisfac-
tory approximations. Secondly, it provides a testbed on which we can experiment
with the MLP-MLP approach and the MLP architecture.

In this section we will make use of two test functions, which we introduce below.
Then, we briefly introduce the reader to both the mathematical and computa-
tional implementation of the approach, and finally presenting the experiments
conducted and the results obtained.

7.2.1 The Test Problem

In this section we make use of two test functions: the first function, defined by:

fi(x) = sin(4.9z) + 2 cos(10x) + 3sin(8.9x) — 1, (7.1)

yields a modulated periodic function, shown in black in Fig. 7.2 (left). The second
function defined by:

fola) = |z — 03], (7.2)

yields a function with a discontinuous derivative (i.e., a sharp geometric feature).
This function is plotted in black in Fig. 7.2 (right). We restrict our attention to
the closed interval = € [0, 1] and take 40 uniformly sampled points to produce the
point-set P; and Py for the functions fi(x) and fa(z), respectively. The point-set
for both functions is plotted in yellow in Fig. 7.2.

7.2.2 The Approximation Procedure

We first introduce some notation. Let mg : R* — R? denote a functional rep-
resentation of an MLP. In the 1 dimensional case a = 1 and b is a user defined
number of basis functions. The parameters, @, of the MLP are defined by the
architecture of the network. For brevity, we use the tilde symbol above a set
of parameters 0 as a short-hand for defining the neural architecture such that
6 = [a, b, ¢] defines an MLP with 3 layers: a neurons in the first, b neurons in the
second, and ¢ neurons in the third.

Given an MLP, the functional we will construct the approximation with will be
of the form:

f(z) = a(z)Tmg(z), (7.3)
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f(z) =sin(4.92) + 2cos(10z) + 3sin(8.92) — 1 flx)=]z—0.5]

0.0 0.2 04 0’6 08 10

Figure 7.2: The test functions fi(x) (left) and fo(x) (right), plotted on the
interval x € [0,1]. The yellow scatter points represent the point-sets P; and Ps
in the left and right plots, respectively.

where a(z) = [a1(z),...,ap(z)]" is a vector of MLS coefficients. In this form,

the coefficients a(x) are then found using the usual MLS function approximation
framework we introduced in Section 3.1.4. However, to obtain optimal basis
functions, the MLP needs to be trained. In the following Section we define more
precisely the training procedure.

Training the MLP

Before we begin training, the MLP first needs to be initialised. In this project
we initialise with random weights and biases drawn from an N(0,1) Gaussian
distribution. Then the training procedure is as follows:

1. Each point of the point-set is pushed through the MLP, using the feedfor-
ward algorithm (see Section 3.2.2), to produce a matrix B, where:
T
B=|mg(z1)" ,mg (z2)",...,mg (xm)"| . (7.4)

2. A query point g is selected at random from P.

3. The MLS approximation at ¢ is then solved using Eq. (3.23) from Section
3.1.4 such that:

N

fla) = mo(a)” [B"W(0)B] " BT W @)y, (75)

where B is as defined in Eq. (7.4), W(q) is the weight matrix defined in
Eq. (3.19), and y is the vector of all f(x;) € P.

4. The absolute error, €, between the approximation f (z;) and the true value
f(z;) = y; is then evaluated:

e =|f(a) — f(a)l- (7.6)
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5. Steps 2 to 4 are repeated N times, with the cumulative sum of all € from
step 4 being denoted C. (ie., C =), &)

6. The cumulative error C is then back-propagated through the network, using
the backpropagation algorithm (see Section 3.2.3); this defines the end of
an epoch.

7. Steps 1 to 6 are then repeated for either a fixed number of epochs E, or
until the cumulative cost converges to a minimum.

Once the MLP has been trained, the parameters @ are fixed, and the function
can be reconstructed. A dense set of points, R C [0, 1], is then generated. Then
for each r € R, the function is approximated:

f(r) = mo(r)" [BTW () B] " BTW (. (7.7)

where B, W (r) and y are as defined in step 3 above.

The MLPs used within this project are built using the TensorFlow deep learning
framework. Furthermore, for computational efficiency, the MLS approximation
also is carried out using the TensorFlow maths API; this prevents unnessassery
conversion of Tensor objects to Numpy arrays, and vice-versa.

7.2.3 Experiments in 1D

In this Section we describe the experiments conducted to approximate the func-
tions fi(x) and fa(z) defined in Eq. (7.1) and Eq. (7.2), respectively. There are
three central hypotheses we will seek to consider in this Section, they are stated
formally below.

Hypothesis 7.1: (Periodic and Sharp Feature Representation).
The MLP-MLS approach has the expressivity to represent both periodic
and sharp features features of a function.

Hypothesis 7.2: (Network Architecture).
The network architecture (the arrangement of weights and biases) of the
MLP effects the MLS approximation achieved.

Hypothesis 7.3: (Optimality of Basis Function).

For a fixed MLS approximation framework (i.e., fixed weighting variance
o2 and number of basis functions b), a better approximation can be achieved
via a set of learned basis functions compared with a fixed polynomial basis.
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Of course, the notion of better in Hypothesis 7.3 must be more formally defined
before it can be tested; in the 1 dimensional case we use the metric defined in
Def. 7.1 to define which approximation is better.

Definition 7.1: (1D Function Approximation Metric).

Let X = {0, %, h%-’ ..., 1} where h; is some user defined discretisation pa-

rameter, then we define the metric between the approximation f () and
the ground-truth f(x) as

d(f, f) =D If@) = f@)lr- (7.8)

TEX

Experimental Setup: Periodic Function Modelling

We begin by investigating the modulated periodic function fi(z). In this exper-
iment, we fix the value of the MLS weighting term, ¢? and the number of basis
functions, b, to be 0.05 and 4, respectively. We then run the MLP-MLS recon-
struction, as detailed in the Section 7.2.2, but with varying network architectures
6. The MLP-MLS training phase is run for a total of 200 epochs, with a batch
size of 20, for each of the network architectures. The reconstruction metric for
each of the architectures was constructed with h; = 1000.

Results: Periodic Function Modelling

The quantitative reconstruction errors are tabulated in Fig. 7.3 and the qualita-
tive results of the final reconstructions are shown in Fig. 7.5.

As is clear from Fig. 7.3, and the qualitative reconstructions achieved in Fig. 7.5,
the network architectures has a dramatic effect on the resulting approximations
achieved; this provides evidence for Hypothesis 7.2. Interestingly, it appears that
increasing the number of layers past a certain number had a detrimental effect
on the approximation achieved. Recall that in Section 3.2.4 we noted that in-
creasing the number of layers causes the number of linear regions in the output
to grow exponentially compared with the linear scaling when increasing layer
widths. The fact that the reconstruction accuracy decreased likely indicates that
the MLP provided too many degrees of freedom to be constrained by the problem
and that the network was overfitting the data.

In Fig. 7.4 we plot the approximation achieved via using the standard MLS
approximation with a fourth order polynomial. The approximation accuracy
achieved was 0.054. This provides evidence to support Hypothesis 7.3, as the
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Figure 7.3: Shows the quantitative results for reconstruction of the modulated
periodic function. The better the reconstruction the smaller the metric value.

best accuracy under the MLP-MLS approach was 0.0022, a 95% increase in the

percentage accuracy.
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Figure 7.4: Shows the approximation of fi(x) achieved via the standard MLS
approach to function fitting using a forth order polynomial basis. The approxi-

mation accuracy was 0.054.
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Figure 7.5: Shows the qualitative reconstruction of the point-set P; using the MLP-MLS approach for different network
architectures.
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Experimental Setup: Sharp Feature Function Modelling

In this second set of experiment we seek to establish that the MLS-MLP ap-
proach can represent sharp features within functions. As we can see that fa(x)
is comprised of two linear regions, we make use of the heuristics introduced in
Section 3.2.4 to select a compact neural architecture 6 = [10]. This time we use
a wider Gaussian weighting variance of 02 = 0.2 but keep the number of basis
function the same as previously, b = 4. All other training parameters remain the
same as the previous experiments.

Results: Sharp Feature Function Modelling

The qualitative results from sharp feature modelling are shown in Fig. 7.6. In
Fig. 7.6 (a) we plot the result from approximating fo(z) using the standard
MLS framework using 4 polynomial basis functions (¢;(z) = x'|i € {1,2,3,4}).
In this case, the MLS approach produces an overly smooth approximation that
does not capture the sharp feature of the edge. In Fig. 7.6 (b) we plot the
result approximation from using the MLP-MLS approach. In this second case,
the approximation captures the sharp feature well, but seems to produce poor
approximations to the linear regions compared with the standard MLS approach.

0?2020 02 =0.20
0.8 0.8

0.6 0.6

05 5, - 0.5 \.

02 A s 0.2

0.1 0.1

0.1 0.1
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Figure 7.6: Show the reconstruction of the point-set Po, using (a) MLS with a
4th order polynomial basis (b) MLP-MLS with 4 learned basis functions.

Nevertheless, the results of this experiment do provide evidence for Hypothesis
7.1, that the MLP-MLS approach can represent sharp features of functions. Fur-
thermore, it also provides further evidence for Hypothesis 7.3 as with fixed MLS
approximation parameters the qualitatively results show that MLP-MLS achieves
a better approximation, passing close to more of the points.
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7.3 MLP-MLS in 2D

Now we have explored the 1 dimensional case of using MLP-MLS for function
approximation, we now consider the more difficult task of using the framework for
surface reconstruction in 2D. In the following section we introduce the changes
that are required to use MLP-MLS for surface reconstruction, the preliminary
experiments conducted, and the results obtained.

7.3.1 Alterations to the MLP-MLS Approach

Moving to two dimensions for surface reconstruction requires two significant
changes to the approximation approach, compared with the approach presented
in Section 7.2.2. The first is to ensure that we are able to regress a signed dis-
tance function (SDF) and the second is to ensure that the MLP operates in on a
common coordinate space; we outline these changes in more detail below.

Point-set Constraints

Firstly, the function value y, which we seek to approximate via MLP-MLS is
inherently 0 at the points of the point-set when approximating a SDF. To prevent
the trivial solution (i.e., f(z) = 0 Vx € R) we must regularise the approximations
process by imposing further constraints. In this preliminary work, we use the
pseudo-normal constraints method, described in [61]. Suppose we have a point-
set P that contains both point positions and surface normals, then an augmented
point-set P’ is constructed such that:

P ={f(x;)=0|Vax, € PU{f(x; £e)=%e |V (x,n;) € P}, (7.9)

where ¢ is a small value (e.g., e = 107%); this idea is illustrated for the unit circle
in Fig. 7.7.

The augmented point-set P’ prevents the trivial solution as the point-set now
also contain non-zero function values. Furthermore, as the function value a small
step above and below the surface is taken to be equal to the step size, the problem
becomes constrained to approximating an SDF in close proximity to the surface.

MLP Coordinate System

The second challenge comes from using an MLP that operates on coordinate
space. One of the main principles of using the MLP-MLS approach is that the
MLP basis functions should be able to learn reoccurring patterns within an ob-
jects geometry, also called a self-prior. To facilitate this, it is import to operate
the MLP within a common coordinate frame which we will refer to as the local
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Figure 7.7: The Pseudo-normal constrain method restricts the value of the SDF
to 0 at each x € P, a positive £ value slightly outside the surface along the
normal direction, and a negative e value slightly inside the surface along the
normal direction. Left: a set of sample points with surface normal information;
Right: point-set with pseudo-normal constraints.

coordinate system. For a query point ¢ which we seek to construct the MLS ap-
proximation around, the local coordinate system is constructed in the following
way:

1. The k nearest neighbours of ¢ are selected from the point-set using a
KDTree! sampling procedure.

2. The average point-set position, &, and average surface normal vector, 7,
are calculated from the k nearest neighbours of ¢.

3. The entire augmented point-set is then linear transformed via a translation
by —& and a rotation through the angle 6, where 6 = arctan (n,/n;).

The two transformations in step 3 have the effect of moving the origin of the
coordinate space to average position of the k nearest neighbours, & and aligning
the average surface normal vector, n, with the y axis; we refer to this as the local
coordinate space for q. We also note that as the transforms are linear, the inverse
mapping from the coordinate space to the original global space is trivial to find,
requiring only the change of sign on the translation vector and rotation angle.

7.3.2 MLP-MLS Reconstruction: Framework

With the alterations to the MLP-MLS approach introduced in the previous Sec-
tion, the updated MLP training procedure is shown in Fig. 7.8.

!The KDTree is a data-structure that allows for efficient distance querying of scattered
data-points [62].
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Figure 7.8: Shows the overall MLP-MLS pipeline for 2D surface reconstruction.
The procedure is broken into two parts: (1) a training phase, where optimal basis
function are learned using an MLP. (2) An execution phase, where the MLP has

fixed weights and the surface is extracted using marching squares.

The majority of the 2D MLP-MLS implementation inherits existing code from
the 1D function approximation case, with necessary adjustments made to ac-
commodate the structure of point-sets (positions and surface normals), the aug-
mentation using the pseudo-normal constraint method, and the local coordinate
frame construction. Furthermore, a new pipeline for visualisation was written to
enable efficient extraction of iso-contours from implicit fields; the visualisation
code leverages the Matplotlib python package and its built in marching squares
algorithm.
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7.3.3 MLP-MLS Reconstruction: Experiments

While MLP-MLS is still under development, in this section we present experi-
ments conducted on its current implementation. We make use of three point-sets
from the shapeset dataset (see Chapter. 5), namely: Thumb at 50% ground-truth
density, Hex Star at 25% ground-truth density, and Rabbit at 10% ground-truth
density; we refer to these as thumb-50, hex-star-25, and rabbit-10, respec-
tively.

The MLP-MLS training phase, for each of the point-sets, was run for 200 epochs,
with a k nearest neighborough size of 40 and M = 10 drop points. The Gaussian
weight term for the MLS approximation was selected via empirical experimen-
tation to be o = 0.05 for all point-sets considered. The execution phase of the
MLP-MLS used marching squares on a meshed grid of size 200 x 200.

As comparison methods, we also reconstructed the three points-sets using IMLS,
RIMLS, and IGR methods implemented in the PyPointset library (see Chap-
ter 6). The parameters for IMLS and RIMLS where selected empirically for each
point-set and are summarised in the table below. The IGR method was run for
5000 epochs for each of the three point-sets.

IMLS RIMLS
Thumb-50 | 02 =0.001 | ¢ = 0.001, 0> = 0.01, 02 = 0.006

Hex-Star-25 | 02 =0.04 | ¢ =0.08, o7 = 0.5, 02 = 0.006
Rabbit-10 | o2 =0.1 02 =0.15, 02 = 0.6, o> = 0.006

Table 7.1: Tabulates the parameters used in the IMLS and RIMLS reconstruction
methods. The parameter o2 refers to the spatial Guassian weighting term, the
parameter o2 refers to the weighting term on the spatial residual in RIMLS and
o2 refers to the weighting term on the residual normal error in RIMLS.

7.3.4 MLP-MLS Reconstruction: Results

In this Section we present the results obtain from the experiments detailed in the
previous Section. To evaluate the quality of the reconstructed surface obtained,
we the make use of the standard surface reconstruction metric, the Chamfer
distance, which has been used in [33, 46, 63]. We formally define the Chamfer
distance below.
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Definition 7.2: (Chamfer Distance).

Let X represent the set of points that constitute the reconstructed surface
and let Y represent the ground-truth point-set, then the Chamfer distance
between the reconstructed surface and the ground-truth point-set is defined
by

: 2 - 2
dop(X,Y) —mg(gg |z yllﬁgglel)rgllw yll3- (7.10)

It was observed that the current implementation of MLP-MLS produces implicit
fields with significant artifacts, manifesting as 0 iso-contours far away from the
surface. We will discuss possible reasons for these artifacts later within this
Chapter. In presenting the results in this Section, we present the reconstruction
including these artifact as MLP-MLS and with the artifact manually removed as
MLP-MLS (Cleaned). This allows us to consider the merits and inferiorities of
the approach both in its current implementation and in future potential imple-
mentation if the approach can be adjusted to remove artifact.

The qualitative reconstruction for thumb-50, hex-star-25, and rabbit-10 are
shown in Fig. 7.9, Fig. 7.10, and Fig. 7.11, respectively. The quantitative Chamfer
distance metric, for each method, is tabulated in Table 7.2.

Reconstruction methods dop (x10~%)

Dataset IMLS | RIMLS | IGR | MLP-MLS | MLP-MLS (clean)
Thumb-50 18.3 3.1 8.2 82.3 6.4
Hex-Star-25 | 102.1 18.2 7.4 72.3 16.1
Rabbit-10 43.2 6.1 6.5 94.3 14.5

Table 7.2: Table shows the calculated Chamfer distance between the recon-
structed surface and the ground-truth point-set (i.e., point-set_name-100). The
MLP-MLS (clean) class refers to the surface obtained via MLP-MLS after re-
moving the spurious iso-contours present. The best methods Chamfer distance
for each dataset is indicated in bold font.

7.3.5 MLP-MLS Reconstruction: Discussion

Evidenced by Table 7.2, MLP-MLS clearly does not achieve state-of-the-art re-
construction in its current state. However, considering the MLP-MLS approach
after removal of artifacts shows that the surface reconstruction consistently per-
forms better than the IMLS approach. Furthermore, considering the qualitative
reconstruction in Fig. 7.9, we see that the MLP-MLS method is able to handle
sharp features (see the red inset) and also periodic features (see the blue inset) of
the geometry better than both IGR and IMLS. Nevertheless, even in the cleaned
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case MLP-MLS appears to struggle to produce straight line, something we also
noted in our 1D experiments; this too must be rectified for MLP-MLS to be a
useful technique.

To improve the MLP-MLS approach, we must first identify the cause of the cur-
rent artifact that are appear within the reconstruction surface. The medial axis
defines regions which have more than one nearest boundary point. Considering
the reconstruction obtained for the MLP-MLS for the hex-star-25 point-set in
Fig. 7.10, we see that the artifacts lay almost exactly along the medial axis of
the star. This possibly indicates that our approach to constructing a local coor-
dinate system is not robust enough, as a small step either side of the medial axis
results in dramatically different definitions of local regions. Future work on this
framework will seek to rectify this, along with implementing more sophisticated
SDF constraining methods.



RIMLS MLP-MLS MLP-MLS (Cleaned)

Red Inset

Blue Inset

Figure 7.9: Shows the reconstructed surface for the thumb-50 point-set using the three benchmark comparison methods and
MLP-MLS. The MLP-MLS column refers to the raw output of our method and the MLP-MLS (Cleaned) column refers to the
reconstruction after manual removal of artifacts.
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Figure 7.10: Shows the reconstructed surface for the hex-star-25 point-set using the three benchmark comparison methods
and MLP-MLS. The MLP-MLS column refers to the raw output of our method and the MLP-MLS (Cleaned) column refers

to the reconstruction after manual removal of artifacts.
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Figure 7.11: Shows the reconstructed surface for the rabbit-10 point-set using the three benchmark comparison methods and
MLP-MLS. The MLP-MLS column refers to the raw output of our method and the MLP-MLS (Cleaned) column refers to the
reconstruction after manual removal of artifacts.



CHAPTER 8

Conclusion & Future Work

In this final Chapter we aim to bring the report to a conclusion. The fundamental
aim of this project was to investigate a novel approach to surface reconstruction,
we refer to as MLP-MLS. To enable the development of a novel surface recon-
struction approach we first constructed our own 2D point-set dataset we refer to
as the Shapeset dataset; we present the development of this in Chapter 5. Then
in Chapter 6, we presented three benchmark approaches to surface reconstruc-
tion and the PyPointset library which provides efficient implementations of the
methods in Python. Finally, in Chapter 7, we present the initial implementation,
experiment and results from our novel surface reconstruction approach.

While the results obtained for the 2D surface reconstruction method show that
MLP-MLS approach achieves inferior Chamfer distance scores compared with
RIMLS and IGR, the method does show merit. In particular the method shows
a strong potential at representing sharp and periodic features within geometry,
something typically quite challenging with only a local surface prior. Neverthe-
less, for the MLP-MLS approach to achieve high fidelity reconstruction, it must
overcome several limitations. In the remained of this Chapter, we outline several
directions for future work on this project to take.

The first limitation that must be addressed in the 2D case is the artifacts that
appear in the MLP-MLS reconstruction surface. As outlined in Section 7.3.5,
the initial next steps are to consider the mechanism by which we define the local
coordinate system and improve its robustness, especially along the medial axis.
Furthermore, the simplistic approach to enforcing a signed distance function we
implemented in this project (psuedo-normal constraints) should be changed for
a more robust alternative. Incorporating the Eikonal equation, introduced in the
IGR method in Section 6.1.3, directly into the MLS approximation framework
would be an interesting avenue to explore.

The second line of work revolves around the selection of parameters within the
MLS framework. It is the current authors view that if we can define what we
mean by optimal, then data-driven approaches to parameter selection are likely to
be fruit-full. As an interesting next step, we would view parameter selection from
the lens of Bayesian inverse problems and make use of Markov Chain Monte Carlo

79
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techniques to produce posterior distributions over parameter space. Further work
could then take place on using MLPs to learn optimal parameters, in much the
same way we aimed to learn optimal basis function in this project.

The final line of work centers on moving the MLP-MLS approach to reconstruc-
tion of surfaces in 3D. This is perhaps the most technically challenging line of
future work. Recall that in Section 7.3.1 we introduce the local coordinate frame;
the idea was that the basis functions should be optimised such that the geome-
try in a local region to the query points appears in a common coordinate space,
therefore allowing the basis functions to extract reoccurring features within the
geometry (i.e., a self-prior). The extra degree of freedom brought by moving to
3D means that instead of considering tangent lines, like we did in this project,
we must instead consider tangent planes. Tangent planes have a rotational de-
gree of freedom, around the defined normal vector, which makes placement of
a coordinate system such that reoccurring features can be extracted difficult.
Theoretically, this requires parameterising the SO(3) rotation group, which is
notoriously hard. However, there has been increasing attention on solving this
problem using neural networks in recent years. Future work will seek to solve
the rotation problem via training a secondary MLP to learn optimal coordinate
spaces for the basis functions, opening the door for MLP-MLS to 3D reconstruc-
tion.
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